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ABSTRACT 

 This paper examines the determinants of a mariner’s ship-handling proficiency. 

The understanding of this theoretical relationship affects the approach that Surface 

Warfare Officers School (SWOS) utilizes in preparing officers of the deck (OOD) for 

assignment on surface combatants. At the ship level, budget reductions may further 

complicate the process of developing and maintaining proficient mariners by removing 

opportunities available to develop experience and currency-related skills. There are no 

data-focused studies available to explain the mechanisms through which mariners’ skills 

are developed or maintained in the Navy. We examined the optimal metrics for 

measuring OOD performance through a proficiency-prediction model, using 

cross-sectional data from 164 first-tour OODs who were tested across 61 ships. We find 

that mariners’ skills, knowledge, and experience on the bridge are correlates of 

proficiency. This finding suggests that policies designed to encourage additional 

opportunities for deliberate practice mitigates skill degradation in the short term and leads 

to mastery of maritime skills in the long term. Policymakers should leverage simulator 

training to increase the proficiency of OODs through experience and currency-building 

evolutions. Simulators provide a substantial return on investment and offer unlimited 

combinations of experience-building scenarios that are difficult to duplicate in real-world 

practice with limited resources. 
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I. INTRODUCTION 

In the name of efficiency, policymakers continuously seek avenues that reduce costs 

for their organizations. When policymakers take these reductions too far, effectiveness 

suffers, and the results can be catastrophic. Several major ship collisions in 2017 catalyzed a 

deep reflection on the constraints the Surface Navy faces. Since the 1990s, the volume of 

commercial maritime traffic increased by 400 percent (Department of the Navy, 2017). 

During the same period, officers of the deck (OODs) lost half of their opportunities to hone 

their maritime skills due to Surface Warfare Officer (SWO) over accession and overall 

reductions in Fleet steaming time. Proposed solutions to improve mariner proficiency vary 

significantly in cost, from the purchase of dedicated Yard Patrol craft (YP) to gain hands-on 

experience at sea to increased use of simulators ashore. Identifying how any solution impacts 

the determinants of proficiency is critical as we determine the most effective allocation of 

training resources for a new generation of OODs. 

We generally refer to the evolution of the OOD proficiency assessment as three 

distinct periods throughout this paper. The reader should expect key-signal phrases to 

differentiate between whether the authors are referring to the past, present, or future 

assessments. When the authors refer to “164 OODs,” “pilot study,” or “original OOD 

proficiency assessment” the reader should interpret these context clues as the original data set 

that Surface Warfare Officers School (SWOS) collected in 2018 in response to several ship 

collisions in the Western Pacific. As the Surface Community implements these lessons 

learned, SWOS is continuing to assess OOD proficiency in a similar manner to this original 

study. The authors refer to this transitional period in the present tense because we are actively 

supporting this data collection effort by designing products and consulting with SWOS to 

resolve data collection shortfalls due to the design of the original study. Finally, the reader 

should look for references such as “future analysis,” “future studies,” or “moving forward” 

and interpret these contextual clues to understand that the authors are referring to the long-

term OOD assessment continuum currently being resourced for full implementation in 2021.  

This paper includes several chapters where the authors analyze the original study and 

provide recommendations for both short- and long-term solutions. We designed these 
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recommendations to align each part of the original OOD assessment with a big-picture 

strategy aimed at the long-term assessment process. This strategy supports the health of the 

Surface Warfare community by institutionalizing a robust data collection and assessment 

protocol grounded in an academic approach for consistency and repeatability. 

This paper analyzes cross-sectional data collected by senior SWOS instructors from 

164 randomly selected OODs by Surface Force leadership in fleet concentration areas. The 

randomized OODs participated in a two-hour exam comprised of a ship-handling simulator 

scenario and two written exams. SWOS developed a moderate-density Traffic Separation 

Scheme (TSS) transit simulation that they designed to assess a range of mariners’ skills. 

SWOS selected several post–sea-duty lieutenants that served as the conning officer (CONN), 

junior officer of the deck (JOOD), and Combat Information Center watch standers. SWOS 

designed this format to ensure a consistent atmosphere that could focus any variation in 

performance on the assessed OOD. The written portion included rules of the road (ROR) and 

navigation, seamanship, and ship-handling (NSS) exams.  

A post-command Commander or Captain served as the Commanding Officer (CO) of 

the simulated ship and the OOD’s evaluator. This senior assessor received contact reports and 

equipment malfunction reports from the OOD to simulate a real shipboard environment. The 

OOD completed the 45-minute simulation while the evaluator followed a pre-planned script 

with a checklist to score each decision made while navigating the simulation’s decision points. 

The evaluator assessed each OOD’s proficiency on a three-point scale as “significant 

problems,” “completed with concerns,” or “completed with no concerns.” The senior assessor 

also evaluated each decision the OOD made under one of several categories, which included 

management of the bridge team (BTM), managing bridge resources (BRM), leadership, 

application of the ROR, and performance under stress. The senior assessor evaluated these 

categories as either “unsatisfactory, requires improvement, meets standards, or exceeds 

standards.”  

SWOS collected this data for two primary reasons. First, mandates from Congress, 

the Secretary of the Navy, the Chief of Naval Operations, and United States Fleet Forces 

required SWOS to develop a standard to evaluate the proficiency of the fleet. This pilot-study 

assessment was a first step towards meeting those requirements. Second, SWOS wanted a 
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benchmark to evaluate future program performance as policymakers allocate more resources 

to the OOD training pipeline. The data collected thus far serves as a baseline for additional 

data collection opportunities so SWOS can measure the effectiveness of fleet training efforts 

across future cohorts. The challenges SWOS faced with coordinating these checks across 

seven homeports demonstrated that the path ahead necessitates a localized-testing approach 

in Newport, RI.  

SWOS intends to conduct future proficiency assessments centrally at Newport, RI, 

until OOD Phase I and II courses come online in Norfolk, VA, and San Diego, CA. This 

approach allows SWOS to expend fewer man-hours to assess OODs by ensuring that all 

assessments occur “in house” at SWOS learning sites. This approach requires incoming 

cohorts to arrive with the requisite experience levels documented to satisfy training 

requirements for career progression. 

OODs document these experiences on newly developed and individually issued 

Mariner Skills Logbooks.1 Modeled after the aviation community’s pilot logs, this record 

covers individual ship-handling experiences, special evolutions, simulator training, 

Commanding Officer quarterly endorsements, and summarizes the accumulation of ship-

handling experiences. Moving forward, OODs will complete proficiency assessments and 

future studies will examine the correlates to proficiency by analyzing the experiences 

documented in these Mariner Skills Logbooks. Eventually, the data collected in these logs 

will offer additional value to the Surface community.  

Navy Military Personnel Command will receive an end-of-tour compilation, which 

summarizes the experience OODs acquired during their assignment. This information will 

provide detailers with experience information that they can leverage to place officers into 

commands that can best utilize the officer’s prior ship-handling experience. Additionally, 

SWOS can use the logbooks to tailor advanced training opportunities to the individual level, 

which ensures officers earn the necessary experience to remain successful as a SWO. This is 

a step forward in the detailing and training process that services ships and their officers today. 

The current model focuses on projected rotation dates that align a new officer and the gaining 

                                                 
1 An abbreviated version of the Surface Warfare Mariner Skills Logbook is included in Appendix H. 
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command while not accounting for the ship-handling experience needs of the ship and the 

individual officers because the community as not collected the necessary data until now. 

Promotion boards will consider the results of proficiency assessments but these 

assessments could affect OODs at certain milestones called “Go, no-Go” assessments.2 

Students must pass certain practical exams that demonstrate a rudimentary understanding of 

technical ship-handling skills. If an OOD fails one of these assessments and SWOS leadership 

determines the student is beyond the scope of remediation, then the officer will not be 

permitted to progress through the SWO training pipeline. This outcome results in the officer 

re-designating into another career field or separating from the Navy. 

SWOS should consider processes designed to standardize the assessment because they 

intend to implement OOD Phase I and II courses in Norfolk, VA and San Diego, CA. This 

shift in location away from Newport, RI, may create difficulties separating assessment-site 

grader effects from the effects due to individual homeport effects during the first and third 

assessments under this new assessment framework for SWO career progression. 

Standardization between Norfolk, VA, and San Diego, CA, is especially critical since the third 

assessment point is a “Go, no-Go” assessment. We recommend that SWOS develop a protocol 

that minimizes the effects of differential grading between the two fleet concentration sites for 

OOD Phase II, because it may disadvantage officers at one of the assessment sites. 

We consulted the military- and civilian-sector bodies of literature to gain insight on 

how they have addressed similar challenges to what the Navy faces in a crowded maritime 

domain. Our literature review focuses on research related to the initial selection, training, 

periodic assessments, and remedial training necessary to ensure the aviation and long-haul 

trucking industries develop proficient pilots or drivers. We also consulted the simulator-

relevant literature to determine if academic research supports alternatives to the traditional 

training process for building, maintaining, and testing proficiency. We found that both of these 

industries utilize simulation extensively, and this has reduced overall-training costs for their 

respective fleets. 

                                                 
2 Figure 1 in Chapter V illustrates both the SWO career progression and associated “Go, no-Go” 

assessment schedule. 



5 

Since the 1920s, the aviation community has invested heavily into answering 

questions about how much experience is necessary to establish a minimum level of 

proficiency and what characteristics made the best pilot candidates (Siem & Murray, 1997), 

(Seltzer & McBrayer, 1971), (Kavanagh, 2005), and (Martinussen, 1996). Martinussen (1996) 

conducted a meta-analysis that analyzed 50 independent aviation studies designed to predict 

pilot performance. They found that previous training experience and cognitive testing are the 

best predictors of pilot performance. Hammon and Horowitz (1990) found that simulated or 

actual aircraft training opportunities affect pilot performance through improvements in the 

short and long run. They determined that experience serves to hone critical skills while 

minimizing skill deterioration in the short run. Similarly, they found that the long-run 

improvements are the product of pilots achieving a mastery of skills at a higher level.  

In the trucking industry, a lack of sufficient driver-level data historically inhibited 

meaningful research on the relationship between driver experience and performance. This 

changed in the late 1990s after responsible organizations compiled better databases to 

correlate the effects of experience and driver behavior to safety-related outcomes (Federal 

Motor Carrier Safety Administration [FMCSA], 2006). Experience- and driver-related 

behaviors are significant predictors of safety and performance across the literature (Blower & 

Campbell, 2002), (Cantor, Corsi, Grimm, & Ozpolat, 2010), (Hallmark, Hsu, Maze, 

McDonald, & Fitzsimmons, 2009), (Lueck & Murray, 2005), (Lueck & Murray, 2011), and 

(Monaco & Williams, 2000).  

Advances in high-fidelity simulator technology are responsible for significant cost 

reductions across numerous military and civilian organizations (Schank, Thie, Beel, & 

Sollinger, 2002). Although the magnitude of the effect varies, they conclude that simulators 

facilitate additional training opportunities and those hours of training improve operator 

proficiency. The authors report that tightening budgets and access to training platforms, which 

affect money for fuel, have reduced the Navy’s ability to conduct unit-level training. 

Additionally, they noted that as fuel availability for OOD underway training diminishes, the 

return on investment for simulator utilization increases proportionally.  

The literature does not answer the question of how skills, knowledge, experience, and 

currency contribute to proficiency in our ship handlers. Hammon and Horowitz (1990) 
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examined the small body of literature covering experience and currency in the aviation 

community, and expanded it by conducting three additional studies. These studies examined 

the correlation between career experience, currency, and pilot performance. Their research is 

important to policymakers because they found that pilot skills degrade quickly when training 

opportunities are unavailable, and it illustrates the importance of simulator training’s value to 

overcome experience deficits and maintain currency.  

With the knowledge of the approaches demonstrated in the literature, we examined 

the correlates of OOD proficiency using an ordinary least squares (OLS) model. This method 

allows us to estimate the partial correlations of explanatory factors with OOD proficiency, 

holding all other factors constant. Partial correlations are the appropriate statistic from a policy 

point of view as they allow policymakers to focus on the specific factors that they can 

influence when considering the reallocation of resources for training or officer selection.   

Our results that dealt with the functional inputs of proficiency are generally consistent 

with the literature. We find that skills, knowledge, experience, and training offered at 

commissioning source are correlates of proficiency, while ship type and currency are not 

correlates of proficiency. While ship type is not a surprising result, the lack of correlation 

between currency and proficiency contradicts the literature. It is important to note that the 

only currency-related information collected in this pilot study (time since last BRM course) 

is a poor proxy for the actual information that explains the ship-handling experiences that an 

OOD accumulated within the last three months. For the initial 164 data points, currency may 

not be a correlate of proficiency only due to the low-quality currency proxy available in this 

data. 

Our results suggest several ways in which policymakers can affect the proficiency of 

ship handlers. For example, if a series of near misses due to low-visibility conditions plague 

the fleet in the future, a prescriptive solution might require all OODs to log an additional 

specified number of ship-handling hours in simulated low-visibility simulations dedicated to 

address the reported deficiencies. This prescription has value because we now know what 

experience as an OOD is worth, on average, when holding all other factors constant. 

Additionally, the evidence in the literature suggests that improvements to the currency 

component of proficiency provides benefits due to the overall experience gain and likely aids 
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in breaking the chain of forgetting that occurs when we do not routinely practice mariners’ 

skills. The results suggest that changes in experience level can dramatically improve the safety 

of our fleet if we target training gaps to bolster an individual’s weaknesses. 

We recommend that future research focus on the better data reliability that the 

introduction of the Mariner Skills Logbook will produce. SWOS collected individual data in 

the pilot study through a survey that required OODs to estimate their experience levels dating 

as far back as two years. Although this may be accurate for an officer with few days underway 

or who had recently returned from an extended deployment, it is likely to be unintentionally 

misreported for the majority of officers in between these extremes. This data-reliability 

problem should not exist as much in future data samples assuming the compliance rate for 

logging formal data is sufficient. SWOS intends to mandate a minimum number of hours of 

experience or a minimum number of evolutions that each officer must complete prior to 

returning for advanced training and proficiency assessments. This requirement will serve as 

an incentive for officers to log the minimum hours because failing to do so could otherwise 

negatively affect their opportunities for career progression. COs are required to certify the 

logs quarterly and this oversight requirement should encourage accuracy and serve to mitigate 

erroneous log entries aimed at satisfying the minimum requirements.  

Data that is more reliable will allow analysts to refine the estimated effects in our 

model. The logbooks require officers to log more independent variables than the surveys 

collected for the pilot-study data set. This means that researchers will have access to more 

information to develop better models that explain the variations in proficiency. For example, 

officers that commissioned through Officer Candidate School (OCS) outperformed other 

commissioning sources in some parts of the assessment. This result was unexpected because 

OCS graduates acquire the least amount of ship-handling experience prior to their first-tour 

assignment. We expected to see Naval Academy graduates outperform all other 

commissioning sources because many of them spend at least one summer training in YPs 

where they receive extensive ship-handling experience.  

YPs are 80 to 100 feet long vessels that the Navy has used to teach navigation and 

seamanship to Naval Academy graduates since World War II. Many retired and senior officers 

have touted these platforms as the preferred training solution for OODs in the wake of several 
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ship collisions in the Western Pacific. The pilot-study data suggests that YPs may not be the 

best allocation of training resources because OCS officers with the least ship-handling 

experience prior to commissioning perform the best, on average, while holding other factors 

constant, in the pilot-study assessment. This counter-intuitive result suggests that an omitted 

variable like age is positively correlated with both commissioning source and the proficiency 

dependent variable. Since SWOS did not collect age on the survey, the information it would 

contain may be partially flowing through commissioning source, which is undeservedly 

getting the credit.  

We recommend modest revisions to the Mariner Skills Logbook with the 

understanding that future analysis will be limited in scope to answering policy-related 

questions supported by the framework that these logs establish. This logbook revision ensures 

that researchers have access to important information like age, skills, knowledge, experience, 

and currency so we can include direct data or the best proxies for that information in future 

analysis. Future models will better explain the relationship between these factors and 

proficiency, which enables policymakers to allocate resources effectively. 

The remainder of this paper proceeds as follows: Chapter II provides background on 

Surface Warfare institutional changes as well as a review of the literature on the aviation 

industry, long-haul trucking industry, and simulators role in training programs. Chapter III 

describes the pilot study that SWOS developed to assess OOD proficiency. Chapter IV 

describes the pilot-study data and details our empirical framework with results. Chapter V 

discusses continuous data collection and testing mechanisms. Chapter VI concludes the thesis. 
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II. BACKGROUND 

This chapter describes some policy changes in the Surface Warfare Officer (SWO) 

community prior to and after several high-profile ship collisions in 2017. Additionally, we 

describe the academic research that informed our approach. We drew insights from the 

aviation and long-haul trucking industries to identify how they develop, maintain, and test 

proficiency skills through training. 

A. SURFACE WARFARE INSTITUTIONAL CHANGES  

Technology improvements, such as electronic charting and smart ship installs, on 

U.S. Navy vessels have forced officers and Sailors to focus more attention on training and 

additional qualifications in recent decades (Department of the Navy (DoN), 2017). During 

this time, the SWO community also accepted too many new junior officers for the number 

of billets available on ships, which the community refers to as “over accession.” This 

practice was intended to mitigate shortfalls for department head-level officers in the future, 

but the unintended consequence of this practice is a reduction in opportunities for 

individual SWOs to hone their ship-handling proficiency. This policy causes officers to 

compete with a crowded wardroom of peers for the same watch standing opportunities to 

earn their qualifications. 

The ship’s operational schedule can also have a significant impact on the 

opportunities available for a new officer to acquire enough underway experience to earn 

qualifications (Cordial, 2017). For example, officers that report to a ship during an 

extended maintenance availability may not get underway during the first year of their tour. 

Watch-standing experience is critical to completing advanced qualifications, and special 

evolutions are a significant component of developing ship-handling skills. Anchoring, 

mooring to a buoy, and conducting an underway replenishment (UNREP) are examples of 

these special evolutions. Cordial (2017) found that the optimal point for new officers to 

check-in to their first ship is between the six- and nine-month mark of the Optimized Fleet 

Response Plan (O-FRP). The author suggests that this timing gives the officer the best 

chance of receiving a sufficient amount of underway time during the basic, intermediate, 
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and advanced phases while still providing enough time to complete a full deployment. 

Conversely, he found that the worst time for a junior officer to arrive on a ship is between 

the 25th and 27th month of the O-FRP, which is right after a ship returns from deployment. 

A post-deployment arrival can cause the new officer to miss critical watch-standing 

opportunities as the ship enters the maintenance phase.  

The Navy redesigned the SWO training pipeline following the collision 

investigations that occurred in 2017 (see LaGrone, 2018 for details). Accident investigators 

discovered that navigation and ship-handling proficiency, among other factors, were 

lacking. The redesigned curriculum requires officers to complete an intensive six-week 

officer of the deck (OOD) course that includes over 100 hours of simulator training along 

with numerous mariners’ skills focused courses in radar operations and charting in addition 

to the Basic Division Officer Course after initial accession. Rollout of the new curriculum 

calls for a four-week version of the course to commence in 2019 and the full course will 

be online in 2021. Officers can expect to report to their first tour for 30 months, where they 

can focus on OOD qualification followed by SWO qualification. Following this first tour, 

officers return for additional training to focus on managing the bridge in preparation for a 

second tour where they can expect to stand a significant proportion of special-evolution 

details. 

B. LITERATURE REVIEW 

We divided the literature review into two sub-sections, which separates theory from 

research. The theory sub-section discusses how the aviation and long-haul trucking 

industries develop proficiency and describes simulator fundamental principles. The 

research sub-section delves into the findings that each of these industries employ to 

improve safety-related outcomes and describes results related to simulator effectiveness.   

1. Theory 

This Section outlines transportation platforms that share many challenges with the 

Surface Navy in developing proficiency, maintaining skills, and testing those skills 

throughout the individual’s career. The platforms we researched include aviation and long-

haul trucking. Specifically, we reviewed how these communities conduct training during 
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those three distinctive phases of an individual’s training continuum, and documented the 

methods they use to develop, maintain, and assess individual proficiency. 

a. Civilian Trucking Proficiency Development 

Civilian trucking federal regulations place licensing requirements in the states’ 

hands, which results in a wide range of variance in requirements. In general, drivers must 

apply for a learner’s permit that allows them to practice behind the wheel with a licensed 

instructor until they gain enough experience to pass the commercial driver’s license (CDL) 

exam (Mayhew & Peterson, 1993). This process is similar to the process for acquiring an 

individual driver’s license, but CDL requirements are more stringent. Lueck and Murray 

(2011) chronicled the training and orientation of new drivers and characterized it as a 

mixture of classroom training, safety media, on-the-job training, and tests that require 

students to demonstrate proficiency-related skills. The authors found that firms use 

sustainment training to keep safety at the forefront of drivers’ focus after initial training is 

completed. There is little mention of retesting across the literature, excluding CDL 

replacements for the purpose of inter-state relocation. That said, many firms conduct 

remedial training for identified deficiencies and crashes (Lueck & Murray, 2011). This 

allows firms to retrain drivers that are involved in accidents or demonstrate potential risks 

to the company if left unchecked. 

b. Military Trucking Proficiency Development 

Military trucking includes vehicles like the five-ton truck, tractor-trailers, armored 

vehicles, and tanks. These training programs utilize similar methods, and this Section 

highlights the methods used to develop driver proficiency. Ninety percent of truck-driver-

designated soldiers receive vehicle specific training to operate tanks, armored personnel 

carriers, and five-ton trucks (Mayhew & Peterson, 1993). The authors observed that the 

remaining 10 percent of truck drivers receive professional training to drive tractor-trailers.  

The GAO (2001) reports that a mixture of formal and informal programs are used 

to train the Army’s 88M Motor Transport Operator designator for trucks. Students receive 

one week of instruction in the classroom and the remainder of the school is dedicated to 

on-the-job training. Additionally, they found that follow-on commands provide 
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supplemental training to license drivers. The biggest problem the GAO found during its 

review was that a shortage of instructors and lack of facilities prevent drivers from learning 

some critical skills such as driving on snow and ice. They noted that simulators could 

resolve this training gap by providing the necessary skills for drivers to conduct primary 

missions. Some private sector truck driving schools use simulators to train students, but 

the Army had not fully adopted the idea as of the time of this report (GAO, 2001).  

The Army’s professional tractor trailer operators make up only 10 percent of Army 

soldiers who drive vehicles (Mayhew & Peterson, 1993). Soldiers with prior tractor-trailer 

experience can earn the Class A Army Commercial Driver’s License (ACDL). This 

program parallels the Commercial Driver’s License (CDL) program for civilians that was 

instituted in 1986 with the Commercial Motor Vehicle Safety Act (Kubiszewski, 1994). 

Additionally, Mayhew & Petersen (1993) found that the amount of training the non-

professional driving soldier receives ranges from two days to several weeks, which 

excludes the experience gained during unit-level training after initial qualifications. 

Simulators are used across trucking communities in various capacities with 

differing goals and measures of effectiveness (Goode, Salmon, & Lenne, 2012). Additional 

information can be found for commercial trucking (Mayhew & Peterson, 1993), (Mejza, 

Barnard, Corsi, & Keane T, 2003), and simulator usage across military combat vehicles 

can be found across the literature (Oskarsson, Nählinder, & Svensson, 2010), (Mcdade, 

1986), and (Lampton, Kraemer, Kolasinski, & Knerr, 1995). 

c. Aviation Industry Proficiency Development 

Separated and retired military pilots were the primary accession source for the 

commercial aviation industry until collegiate and on-the-job training pathways stabilized 

to provide a sufficient supply of airline pilots (Hansen & Oster, 1997). They found that 

students who graduate from collegiate programs have approximately 250 hours of flight 

time on average, but regional carriers typically seek candidates with approximately 1200 

hours of experience. Additionally, they report that major-airline carriers have a minimum 

requirement of 1500 hours. Numerous specialized aviation schools have found a niche to 

help students find financing to earn sufficient experience and then move into positions 
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where they can gain flight time through on-the-job training to overcome experiential 

shortfalls (Hansen & Oster, 1997). Once a pilot is trained and passes the exam for a 

Commercial and Airline Transport License (ATP), they are subject to continuous-training 

requirements as mandated by Code of Federal Regulations (CFR) (Federal Aviation 

Administration [FAA], 2013).  

According to the CFRs, the Federal Aviation Administration (FAA) requires pilots 

to complete at least one hour of ground training and one hour of flight training in an aircraft 

covered by the type of license held. Pilots document completion in a logbook entry signed 

by an authorized instructor within the previous 24 months before serving as the pilot in 

command. This regulation allows approved simulators at training centers to count toward 

this requirement. Other requirements, like 14 CFR 61.58, mandate a series of tests that 

pilots must pass for multi-crew aircraft. These tests include an exam in the aircraft, a series 

of emergency procedures, written exams, and pilots must complete Crew Resource 

Management training every six to 12 months in order to remain in good standing (Flight 

Deck Friend, 2012). 

Reis (2000) reports that military aviation training focuses on a lock-step approach 

whereby candidates commence training with an aviation introductory course, and then they 

receive simulator and cockpit training sequentially. Specifically, the authors report that the 

Navy’s curriculum requires pilots to complete six weeks of ground school training, which 

covers flight rules and regulations, water survival, aerodynamics, aircraft engines, 

navigation, and meteorology. Students report to primary flight training after learning these 

basics. Once a student completes primary training, they attend intermediate training in one 

of the four major airframe types, which include jets, maritime propeller, carrier-based 

propeller aircraft, and helicopters (Reis, 2000). After graduation, student aviators report to 

a squadron and continue to focus on qualifications while accumulating flight hours.  

Pilots with less than 20 years of aviation experience must accumulate 100 annual 

flight hours and 40 of them must be logged every six months (Department of the Navy, 

2016). Commander, Naval Air Forces (CNAF) also requires 12 hours of experience for 

both nighttime flying and instrument time. Pilots must accomplish half of those hours of 

experience semiannually. CNAF also requires pilots to complete 50 percent of the 
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minimum hours in an actual aircraft, which leaves the remaining hours available for 

accomplishment in a simulator. CNAF mandates approximately half the number of hours 

in each category for pilots with more than 20 years of experience. In both cases, CNAF 

requires that pilots of multi-crew aircraft and their crews complete Crew Resource 

Management training annually, which includes an academic portion as well as a team-

simulator evaluation. 

d. Simulator Training Theory 

Fidelity refers to the level of transfer of training (TOT) a trainee has when switching 

from the simulator to the actual platform of interest (Jacobs et al., 1990). For example, a 

high-fidelity simulator should allow a trainee to step into the actual platform and perform 

procedures that they mastered in the simulator. In contrast, a low-fidelity simulator might 

result in a lower level of TOT and may require the trainee to practice additional sets of 

procedures in the actual platform to polish the skills developed in a simulator (Jacobs et 

al., 1990). There is no consensus on the optimal fidelity for simulators to be effective. Some 

mission-training objectives may be so critical that we should not simulate them, because 

the risk of negative TOT may be the difference between life and death. Other training 

evolutions are more conducive to low-fidelity simulation. Policymakers should consider 

the risks and rewards for leveraging the spectrum of simulation to fill training gaps. 

Additionally, they should not get hyper-focused on one level of fidelity as the only 

acceptable type.  

2. Long Haul Trucking Industry Research 

The commercial trucking industry expends more resources researching the effects 

of experience as measured by safety than the maritime industry, but still lags far behind the 

aviation industry. The primary reason for this lag is the historical lack of sufficient data to 

explore the relationships between driver-level factors and the appropriate safety or 

proficiency standard, because the industry lacks a national-level database that allowed 

researchers to study the causal factors for large-truck collisions in the United States 

(Federal Motor Carrier Safety Administration [FMCSA], 2006). For example, numerous 
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un-linkable databases contain the pertinent information, and there is a lack of accurate 

collision reporting. 

The available data comes from regional sources and is comprised primarily of 

police officer reports at the scene of the crash (FMCSA, 2006). This presents a problem 

with identifying causation, because researchers cannot observe many of the factors that 

could have contributed to the crash. For example, a truck driver that unintentionally departs 

from his lane on the highway is not necessarily at risk for collision, but if the lane departure 

happens at the same time as a passenger vehicle that decides to change lanes without 

signaling in the same location, an accident is likely to occur. Often, it is difficult for 

investigating officers to discern the root cause of the crash from all the different risk factors 

they observe during the investigation. The causal factor of a crash is more difficult for an 

investigator to identify if the true cause is something that occurred pre-crash but does not 

surface until the culminating point when the crash occurs. For example, investigators 

routinely cite fatigue factors as a cause when it is clear that the driver logged insufficient 

downtime given the distances traveled in a given period. Other pre-crash factors are less 

readily identifiable, for example, driver distraction or lack of situational awareness. 

Because of the challenges with data availability, two schools of thought have 

evolved to answer tough questions about the determinants of safety and driver-related 

factors. One side has examined the problem based on the corrective actions the firm should 

introduce while the other side has sought better data collection methods and more accurate 

reporting to identify driver-related factors. Both firm and driver-focused methods have 

contributed to the continued improvement of truck-related safety in the industry, which is 

on the rise since the peak of trucking accidents in the 1970s (Lueck & Murray, 2005). The 

driver-related approach parallels the maritime perspective on several fronts and the rest of 

the literature review that covers the commercial truck industry focuses on these driver 

factors.  

The Federal Motor Carrier Safety Administration (FMCSA) reports that driver 

factors caused 87.2 percent of truck collisions (Cantor et al., 2010). Similarly, researchers 

consistently attribute 80 percent of maritime accidents to human factors (Macrae, 2009). 

These statistics suggest that the research goal should focus on improving proficiency and 
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ultimately safety across both industries. Cantor et al. (2010) were one of, if not the first, to 

utilize FMCSA data to develop a crash-prediction model based on human factors. They 

argue the importance of focusing attention on the driver because of the percentage of 

crashes caused by factors within the driver’s control. Cantor et al. (2010) found that driver 

weight, age, gender, height, employment stability, and past driver violations were 

significant factors in their crash-prediction model.  

Driver behavior and violations, among other factors, show a clear link across the 

literature from studies with different data sets and different primary research questions. 

Driver violations predict a significant amount of future accidents (Lueck & Murray, 2011). 

For example, Lueck and Murray (2011) found citations for a failure to signal a lane change 

raised the likelihood of a future crash by as much as 96 percent. Driver behavior is 

significant for understanding how driver-related factors compound and create accident risk. 

Lueck and Murray (2011) quoted Virginia Tech Transportation Institute research regarding 

the differences in crash risk across the commercial trucking industry and they found 10–

15 percent of drivers are responsible for 30–50 percent of the trucking industry’s total risk 

of crashes. A pattern emerges that explains how relatively few individual factors can 

balloon to become local issues and ultimately fleet-wide problems if left unchecked. Many 

of these results were first identified by Lueck & Murray, (2005) and were reconfirmed in 

later studies (Lueck & Murray, 2011). Behavioral links for safe and proficient drivers are 

significant to policymakers because changes that incentivize positive behavioral traits for 

OODs can mitigate the risk for some of the problems to fester and trickle downstream to 

become fleet-wide problems decades later. 

Across the trucking literature, measures of experience consistently deliver 

statistically significant explanatory powers related to proficiency and safety. Monaco and 

Williams (2000) found results consistent with the rest of the body of literature when they 

used experience data to assess what driver-level factors influence safety. Additionally, the 

authors found that the relationship between age and crashes was typically U-shaped, 

whereby younger drivers tend to report the highest number of crashes, then the middle-

aged drivers tend to report fewer crashes, and finally the older drivers appear to match the 

younger drivers for the number of crashes reported. Driver experience is a better measure 
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than age for predicting safety and numerous studies attribute higher rates of accidents to 

the age of the drivers involved. But this conclusion is often due to a lack of the appropriate 

experience data that contributes to age taking the blame (Hallmark et al., 2009). This 

finding has direct implications for Navy policymakers because OODs tend to be young and 

relatively inexperienced. Policies that improve opportunities for OODs to spend more time 

on ships, more time on the bridge, and more time in simulators directly affect the safety of 

the fleet. 

3. Commercial and Military Aviation Research 

The aviation community leads other industries in research involving human-factors 

variables as they relate to proficiency. Human-factor issues are attributed to as high as 90 

percent of mishaps and accidents in the aviation community (Diehl, 1991), which is similar 

to what researchers found in the trucking and maritime domains. The aviation industry 

began extensive research into human factors and the best training methods to develop pilots 

between World Wars I and II to meet the rapidly growing demand for quality pilots 

(Martinussen, 1996). Martinussen (1996) documents studies as early as 1921 that attempted 

to quantify and qualify determinants of top pilots. For example, researchers once believed 

that quiet and methodical men would make the best candidates for pilots. As methods 

improved, researchers examined endless combinations of psychomotor, personality, and 

intelligence tests to produce better quality pilots, but meta-analysis results from 50 studies 

suggest the best predictor for pilot performance is previous experience in aviation training 

(Martinussen, 1996). This holds true across numerous studies and meta-analyses for both 

pilot-performance prediction before selection as well as performance over the course of a 

career after initial selection.  

An analysis of carrier landings demonstrated a strong link between both the total 

number of hours a pilot accumulated and the number of training hours in the prior month 

(Hammon & Horowitz, 1990). The link Hammon and Horowitz (1990) observed extended 

across multiple platforms as well as several different types of data. They tested a similar 

hypothesis on a Marine Corps database that contained objective measurements on bombing 

missions across three different platforms. They found that pilots with greater career 
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experience than newer pilots dropped bombs more accurately as measured by the mean 

distance to the target. Additionally, pilots with recent experience in the last seven days 

delivered bombs closer to the target than pilots with less recent experience for manual 

bomb delivery systems such as the F-4S aircraft, which does not have an automated bomb 

delivery capability (Hammon & Horowitz, 1990). Lastly, they tested whether overall 

experience predicts proficiency in an air-to-air combat data set. Total career flight hours 

proved to be the single greatest factor for determining probability of an air-to-air fighter 

killing his opponent and experience is also the greatest factor for reducing the probability 

that he loses a dogfight (Hammon & Horowitz, 1990). 

These findings are critical to policymakers because they suggest that there is a 

quantifiable relationship between a reduction in experience and a reduction in proficiency. 

The Research and Development (RAND) Corporation searched extensively for similar 

studies for non-aviation contexts and concluded that such studies either do not exist or were 

completed and maintained by individual services instead of finding their way into the 

academic domain (Kavanagh, 2005). This suggests that more research in other contexts 

could confirm these patterns elsewhere. Policymakers should understand that a relatively 

small change in training resources or fuel for underway experience can have a direct effect 

on OOD performance if it is not supplemented with simulator training designed to mitigate 

the effects of skill atrophy. 

Evidence of the impacts from skill accumulation and subsequent degradation is 

visible across the military and civilian sectors of aviation. For example, research suggests 

that pilot instrument skill is volatile both in terms of degradation as well as regaining it 

with deliberate practice and instruction (Seltzer & McBrayer, 1971). Skill-degradation 

research began as early as 1934 in the Boeing School of Aeronautics. Researchers 

discovered a correlation between requiring instrument flying prior to contact flying because 

this change resulted in higher quality pilots, and this method accelerated the learning curve 

for contact flying. Instrument flying refers to conditions where pilots must use instruments 

in the cockpit to navigate because they lost visual cues. Contact flying refers to when pilots 

primarily use visual cues as their means of navigating while referencing instruments as a 

secondary option. 
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When the student was introduced to contact flying before instrument flying, the 

opposite is true (Seltzer & McBrayer, 1971). Researchers expanded their understanding of 

these correlations throughout the 1950s and by 1961; the FAA mandated a minimum of 10 

hours of instruction in instrument flying before an applicant could get a commercial pilot 

license. The results from Seltzer and McBrayer’s experiment (1971) link increased hours 

of experience on instrument aviation with increased pilot proficiency and this concurs with 

similar research by McFadden (1997) over two decades later in completely separate 

aviation contexts. 

4. Training and Simulator Effectiveness Research 

In 2005, the U.S. Navy maritime patrol aircraft community examined their usage 

and determined that simulators were sufficient for approximately 50 percent of mission-

training exercises and basic-flight missions (Yardley, Thie, Schank, Galegher, & Riposo, 

2005). The authors found that the Canadian Navy performed a similar review for shipboard 

training, which resulted in a change to require at-sea training for only the most challenging 

exercises like multi-ship maneuvers. The Canadian Navy embraces this training 

methodology so strongly that they couple ship procurement with simulator construction to 

improve the long-term quality of their training continuum. This procedure lowers the life 

cycle cost of training personnel and results in a better-supported trainer throughout the 

ship’s life cycle (Yardley, Thie, Schank, Galegher, & Riposo, 2003). Additionally, they 

found that the British Royal Navy uses simulators heavily, which allows them to allocate 

precious underway time for primary mission areas instead of routine training objectives. 

The literature is consistent regarding how powerful simulators are for training 

(McLean, 2012). Researchers routinely cite Transfer Effectiveness Ratio (TER) as proof 

of simulator effectiveness, but these authors argue that it is methodologically questionable 

at best. They describe TER as a ratio, which compares hours saved in an aircraft to the 

hours used in a simulator. Their research concludes that most studies provide a certain 

number of hours in an aircraft to the control group in order to obtain a base level of 

competence but offer the treatment group additional time in a simulator. This method 

creates a disparity between the hours of training for the two groups and researchers should 
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report these conditions to prevent the abuse of the TER statistic. This provides strong 

evidence for the value of experience as a main determinant of proficiency, but it also 

unfairly inflates the value of the simulator-training time. At that point, it is impossible to 

separate the value of the simulator from the value of the extra training (McLean, 2012). 

A meta-analysis of jet pilot training effectiveness revealed simulator training, in 

addition to aircraft training, consistently produced superior results over aircraft-only 

training (Jacobs, Prince, Hays, & Salas, 1990). Additionally, their research suggests that 

trainees should reach a certain level of proficiency before advancing instead of the lock-

step modules that force all trainees through the program together. In other words, the 

individual trainee’s proficiency attainment should be the primary trigger to advance 

through the training pipeline instead of group proficiency or time-based measures. 

The U.S. Navy aviation community leveraged their adoption of simulator usage to 

review training requirements line-by-line, which allowed them to separate items that 

required trainees to perform those evolutions in an aircraft (Judy, 2018). This process 

allows decision makers to push more tasks from aircraft training schedules onto simulator 

training schedules to save costs and time. Some policymakers have determined that 

simulators are insufficient for some training objectives, which limits the scope of such 

transfers. For example, Yardley et al. (2005) noted that the Navy’s review of U.S. fighter 

strike mission training requirements determined that only a small percentage could utilize 

simulators due to the nature of the training objectives.  

Earlier research by Schank et al. (2002), studied the optimal balance between 

simulator and actual platform training. They found that F/A-18 pilots average one hour of 

simulator time per month due to a lack of perceived fidelity and poor accessibility for the 

simulators then in use. Finally, they concluded that there is insufficient evidence in the 

literature to proclaim the magnitude of the simulator’s effect toward F/A-18 pilot 

proficiency, despite plenty of evidence that suggests that simulators are effective. Moving 

forward, the authors challenged the Navy to reconsider the process used to measure 

readiness. Under then-current guidance, they found that the Navy measures readiness by 

units attaining a minimum level of demonstrated proficiency.   
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U.S. Navy aviation leadership continually analyzes their readiness policies and 

commissions studies to understand the implications of future-policy changes. Judy (2018) 

reports that the Navy estimated 61 percent of naval aviation training was accomplished in 

an aircraft in 2010. The Navy was interested in reducing that number to as low as 44 percent 

if they could maintain levels of training and measures of pilot effectiveness. This is a major 

concern for the aviation community, because although simulator technology advances have 

produced positive results on average, there is concern that the fidelity has not reached the 

requisite level to mirror certain critical flying procedures. With this knowledge in mind, 

Judy’s (2018) primary question was whether flight simulation time or actual time in the 

aircraft were more predictive of trainee’s Naval Standard Scores at the end of intermediate 

and advanced flight training. Unsurprisingly, he found actual aircraft time did a better job 

of predicting the relative performance built into the trainee’s Naval Standard Score, but he 

did not address the potential of reverse causality that biased his estimate on simulator 

training’s effectiveness. The author of this study did not address the fact that low-

performing students were more likely to seek additional simulator training than high 

performers, which introduced the potential for reverse causality. Judy (2018) also 

concluded that simulator training was more efficient, effective, and utilized more in the 

early stages of aviation training than it was in the advanced phases. This is important for 

policymakers to consider because there may be an upper bound on when simulators are no 

longer effective for teaching certain skills, but researchers have not tested the existence of 

such a limit.  

Yardley et al. (2005) analyzed how the Navy allocates training time and supports 

decisions with policy. Their study focused on ways to reduce underway training across 

warfare areas by expanding the use of simulators in port for DDG-51 class ships. The 

authors concluded that the Surface Navy could execute a large number of training exercises 

in port, but they were not doing so due to policy restrictions or a lack of identified 

equivalencies. Their report defines an equivalency as at-sea training that ships could 

accomplish in port through drills or simulation under certain conditions. Yardley et al. 

(2003) observed that high-frequency evolutions had the fewest equivalencies that allowed 

units to accomplish evolutions in port despite having the advantage of the greatest potential 



22 

savings, such as piloting by gyro and piloting during low-visibility conditions. They 

reported that low-frequency evolutions had the highest proportion of equivalencies, but 

since these exercises often had a biennial-periodicity, they offered the lowest savings for 

training, such as choke point transits for anti-submarine warfare training. Lastly, they 

determined that Navy culture might need to change to reap the benefits of optimizing the 

use of simulation in the future. Judy (2018) reported similar cultural challenges in fighter-

pilot communities, which led to low-adoption rates for simulator usage in certain aspects 

of training. 

5. Summary 

The literature demonstrates the importance that skills, knowledge, and 

experience—both cumulative and current—plays in the safe operation of vehicles in the 

trucking and aviation industries. Researchers have found that proficiency development is 

the result of short and long-term training processes and currency reflects how recently 

trainees acquired experiences. Policymakers use on-the-job training mixed with simulators 

to build robust training programs that provide the necessary experience and mitigate the 

degradation of skills that occur when skills atrophy from non-use. Unfortunately, the 

literature offers little insight about how a reduction in opportunities for OODs to develop 

these functional inputs at sea affects mariners’ proficiency. Our research analyzes the 

performance of first tour OODs to correlate skills, knowledge, experience, and currency to 

proficiency. Our approach provides insight into how underway and simulated experiences 

are related and provides policymakers with tools to assess proficiency at the individual 

level. 
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III. OOD PROFICIENCY EXERCISE 

The reader should recall that there are three distinct periods associated with the 

evolution of ship-handling proficiency assessments that we refer to throughout our 

research. This chapter focuses primarily on the pilot study that Surface Warfare Officers 

School (SWOS) developed as a first step to understanding the correlates of proficiency. 

The reader should also recall that SWOS continues to conduct proficiency assessments as 

we develop better protocols. The purpose of this chapter is to frame the pilot study so that 

we can offer recommendations designed to enhance the process for future assessments. 

A. OVERVIEW 

In order to examine the correlates of OOD proficiency, we use data collected by 

SWOS as directed by Congress, the Secretary of the Navy, the Chief of Naval Operations, 

and United States Fleet Forces in response to several ship collisions during the summer of 

2017. Leadership selected a random sample of 164 first tour OODs from 61 ships across 

seven homeports. Officers filled out a demographic survey and completed a 45-minute 

OOD proficiency check in a moderate traffic-density simulation. Additionally, officers 

completed a rules of the road (ROR) exam and a naval seamanship and ship-handling 

(NSS) exam. This is an individual-level data set and includes several measures of OOD 

proficiency as demonstrated during the exam, including: bridge team management 

(focused on managing the personnel), use of bridge resource management (focused on 

managing bridge equipment), leadership and presence, performance under stress, 

application of ROR, ROR exam score, and NSS exam score. Senior assessors graded OODs 

on all of these skills, except the two-written exams. SWOS scored the ROR and NSS 

written exams as a percentage of total correct answers for each test respectively.  

1. Pilot Study Assessment 

The OOD proficiency exam began when an officer met with SWOS staff at the fleet 

testing sites. SWOS staff members were dressed in civilian clothes to mitigate concerns 

that OODs, who are O-1s and O-2s, might have when they commence the scenario with a 

SWOS-assigned junior officer of the deck (JOOD) and conning officer (CONN) wearing 
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O-3 rank insignia. The senior assessor wore an appropriate uniform to simulate a 

Commanding Officer (CO) throughout the assessment.  

After arriving, SWOS staff members followed a checklist designed to standardize 

the experience for each assessment and provided officers with a Non-Disclosure 

Agreement.3 The agreement highlights the objective of the assessment, which is to assess 

overall performance as a qualified OOD in a written exam and simulated underway 

scenario. The agreement requires the officer to acknowledge that they may not share 

examination questions or details about the simulated scenario with individuals outside of 

the assessment team unless an appropriate representative authorizes them to do so in 

writing later. 

Once signed, the OODs completed a questionnaire that recorded basic demographic 

and experience information that they accumulated during their operational tour.4 Then, 

officers moved onto the written portion of the exam. The exam has a disclaimer that states 

that SWOS adapted the questions from pertinent Navy Personnel Qualification Standard(s) 

(PQS). This document is not included as an appendix so as to prevent future cohorts from 

training to the test. Interested parties should contact the authors with questions related to 

this document. The first half of the exam covers ROR and the second half covers NSS 

questions. 

After completing the exam, SWOS briefed the officer with relevant information for 

the simulation.5 The brief contains information similar to what an underway OOD might 

expect during a pre-watch brief with the Combat Information Center and off-going OOD. 

The brief included a prior engineering casualty, speed limitations, course, speed, location, 

next planned event, and the average speed of advance required to conduct the follow-on 

evolution as scheduled. The brief concluded with visibility, weather, traffic patterns, and 

CO’s standing order requirements. The senior assessor introduced him/herself and 

                                                 
3 The OOD Competency Check Checklist and Non-Disclosure Agreement are included in Appendices 

A and B. 
4 This questionnaire is included in Appendix C. 
5 This document is not included as an appendix to prevent future cohorts from training to the test. 

Interested parties should contact the authors with questions related to this document. 
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provided information on how to contact them for reports. SWOS provided an opportunity 

to clear up any questions before moving into the simulator.  

After arriving in the simulator, a SWOS instructor (representing the off-going 

OOD) briefed the status of contacts within visual range and specified which contact reports 

the CO had previously received. The officer was offered a familiarization session for the 

simulator layout, if desired. Then, the CONN and JOOD introduced themselves. Additional 

SWOS staff members, in civilian clothes, filled these roles. Both watch standers described 

their experience levels, which included the bridge equipment they were familiar with and 

proficient. SWOS provided the OOD time to set up the Automatic Radar Plotting Aid 

(ARPA) and Voyage Management System (VMS). During the familiarization time, the 

JOOD and senior assessor graded changes the OOD made to ARPA and VMS from the 

default configuration. Lastly, SWOS provided a generic contact report script that the JOOD 

would be prepared to fill out to facilitate contact reports to the CO.6 

Once the officer verbally took responsibility for the deck, the senior assessor and 

simulator operator started the scenario. The senior assessor and JOOD followed a script 

and rubric that outlined the decision points and hazards to navigation throughout the 

scenario.7 Each line in the script corresponded to an approximate estimated time into the 

scenario. Additionally, the script listed the anticipated decision the OOD would make as 

well as the actions the senior assessor would take and questions they would ask. The senior 

assessor’s responses varied from directing radio communications with other vessels to 

asking questions about ROR situations related to the OOD’s maneuvering decisions. As 

the officer negotiated each hazard along the planned navigational track, the senior assessor 

annotated a score for communications with the CO, communications with the vessel, 

correctly applying the ROR, and executing maneuvers as briefed to or directed by the CO. 

Every line item listed under each checkpoint was graded as “unsatisfactory, requires 

improvement, meets standards, or exceeds standards.”  

                                                 
6 A copy of the contact report is included in Appendix D.  
7 The script and rubric are not included as an appendix to prevent future cohorts from training to the 

test. Interested parties should contact the authors with questions related to this document. 
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During the scenario, a SWOS assessor graded the written exam results and recorded 

them along with the survey results in an excel document. After the scenario, the senior 

assessor and JOOD debriefed the OOD, addressed areas of concern, and reemphasized the 

importance of the Non-Disclosure Agreement. The JOOD prepared the simulator with 

identical starting configurations for the next officer and the senior assessor emailed an 

assessment to the OOD’s CO. 

2. Pilot Study Survey Questionnaire 

The survey included 23 questions that collected information about each OOD’s 

background, time required to qualify, and ship-handling experiences. Commissioning 

source offered three alternatives, which were United States Naval Academy (USNA), 

Reserve Officer Training Corps (ROTC), and Officer Candidate School (OCS), but one 

candidate did not fall under these categories and recorded “limited duty officer (LDO)” 

instead. The number of months assigned aboard current ship provided options for six 

months or less, seven to 12 months, 13 to 18 months, and greater than 18 months. The 

number of months on deployment provided options for three months or less, four to six 

months, seven to 11 months, 12 to 17 months, and greater than 18 months. The number of 

months to qualify as an OOD provided options for six months or less, seven to 12 months, 

13 to 18 months, and greater than 18 months. The number of months to qualify SWO 

provided options for not qualified, one to six months, seven to 12 months, 13 to 18 months, 

and greater than 18 months. 

The questionnaire then asked a series of yes or no questions that covered 

equipment-related responses. This question asked whether the officer felt comfortable 

operating ARPA in congested waterways. Additionally, the question asked whether they 

understood where VMS inputs come from, how the system determines the ship’s position, 

and whether officers felt confident using VMS during transits. Additional questions listed 

on the questionnaire are available in the appendix. 

The questionnaire then asked officers to report the length of time since they last 

attended Bridge Resource Management (BRM) training, which is a course conducted at the 

Navigation, Seamanship, and Ship handling Training (NSST) centers in fleet concentration 
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areas. These options included never, one to three months, four to 11 months, 12 to 18 

months, and greater than 19 months. 

Lastly, the questionnaire solicited information on the ship-handling experiences of 

each officer as a CONN and as an OOD. These questions focused on the number of special 

evolutions that the officer conducted at each watch station and the total number of watches 

at each station. These were in two separate sections in the survey, but we combined them 

here to show the parallels between the collection processes for both watch stations. The 

question for getting underway and mooring to a pier provided options for none, one to two, 

three to four, five to six, and greater than six total evolutions as the CONN or OOD 

respectively. The number of strait transits and high-density traffic environments provided 

options for none, one to four, five to eight, nine to 12, and greater than 12 times for CONN 

and OOD respectively. The approximate number of days the officer stood watch underway 

provided options for less than 20 days, 21 to 99 days, 100 to 200 days, and greater than 

200 days as the CONN or OOD respectively. 

3. Pilot Study Sampling Methodology 

Officers represented six fleet concentration areas: Norfolk, VA; Jacksonville, FL; 

Everett, WA; San Diego, CA; Pearl Harbor, HI; and Sasebo/Yokosuka, Japan. One senior 

assessor graded officers in Norfolk, Jacksonville, and Everett, while three other senior 

assessors were solely responsible for grading officers in one of the three remaining ports 

(San Diego, Pearl Harbor, and Sasebo/Yokosuka). Unfortunately, this assignment of 

assessors to ports does not allow us to distinguish between the impact of a port and the 

assessor without assuming that every senior assessor graded officers identically. For 

example, if one homeport outperforms another homeport with different graders, there is no 

way to determine whether this differential is due to something about the performance of 

officers in a particular location or if it is the result of the senior assessor’s grade assignment. 

This is important for the future for data collection opportunities because SWOS should 

randomly assign assessors to students. This design change will allow future analysts to 

isolate the homeport effects, and this information will allow us to understand if homeport 

assignment is a correlate of proficiency. 
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B. CRITICISMS OF PILOT STUDY DATA COLLECTION 

We have identified a few shortcomings of the data collection process and the plan 

that SWOS intends to use for future data collection. These range from the questions 

solicited on the survey to the rubric for assessing the proficiency simulation. This Section 

serves as a repository of identified concerns and potential solutions that would make future 

data-collection opportunities more effective in leveraging data to optimize the development 

of proficient mariners and minimize skill degradation. 

1. Survey Questions 

The survey asks the respondents to indicate whether they commissioned through 

USNA, ROTC, or OCS. Some ROTC schools have ship-handling simulators, and their 

students accumulate significant amounts of experience prior to commissioning. Anecdotal 

evidence from SWOS suggests that ROTC graduates from schools with simulators performed 

well compared to OODs from ROTC schools without simulators. Despite the survey including 

the school names for ROTC graduates, SWOS did not provide this information with the data 

included for our research. We recommend including this information in future data sets by 

breaking the survey response into two categories (ROTC with simulator and ROTC without 

simulator). Additionally, we recommend adding a separate question that asks whether the 

officer had ship-handling experience through simulators prior to commissioning. This 

information would allow us to answer whether these pre-commissioning experiences are 

correlates of proficiency. 

Many of the survey questions only allow categorical responses to data that is 

inherently non-categorical. For example, officers recorded the number of months assigned to 

a ship, the number of months spent on deployment, and the number of days the respondent 

stood watch as the OOD in bins, such as “0-6 months” or “21-99 days.” While it may seem 

that collecting data in pre-defined bins is simpler and less prone to error, the benefit to 

collecting the true underlying data vastly outweighs any added cost or complexity. Quite 

simply, researchers or policymakers using this data can easily categorize the data, as 

necessary, but only if that raw data exists. We suggest that SWOS collect all data in the most 

disaggregated manner possible. In particular: 
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1. Record the number of months for time spent aboard ship, underway, in 

port, in a maintenance availability, time since attending BRM course, to 

qualify OOD and SWO.  

2. Record the number of hours for time spent on watch bills as OOD, JOOD, 

and CONN for both underway time and simulator training. 

3. Record the number of evolutions for special sea and anchor details such as 

anchoring, pier work, underway replenishments, straits transits, and TSS 

transits for both underway time and simulator training.  

The watch station specific questions are broken down into categories that cover 

experiences as CONN and OOD. The survey fails to address experiences as a JOOD and does 

not address whether respondents should include simulated experiences in the data collected. 

These oversights likely resulted in a mixture of how respondents answered all questions on 

the survey. The most likely response may have been to discount these valuable experiences 

entirely since they did not fit into any category on the survey.  

The survey asks the respondent to provide an estimate of how long it has been since 

they last attended a formal BRM course at a NSST center. This question provides the only 

insight into the currency and simulator experience of each individual but does so in a way that 

minimizes the potential interpretations of this variable. This variable is a poor proxy for the 

real currency information we would prefer to utilize, and this constraint is the primary factor 

limiting the interpretations we can expect as a result.  

The pilot-study survey partially addresses experience’s contribution but fails to 

address currency’s contribution to develop proficiency in a direct manner. In November 2018, 

after the OOD pilot study, Commander, Naval Surfaces Forces (COMNAVSURFOR) issued 

COMNAVSURFORINST 1412.6, which mandates “proficiency requirements.” 

COMNAVSURFOR refers to the concept that we describe as “currency” as “proficiency” for 

OODs, among other watch standers. COMNAVSURFORINST 1412.6 identifies the 

minimum hours of experience required to remain qualified, and it provides solutions to resolve 

an inability to maintain the prescribed level of “proficiency.” The instruction references three 
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times to distinguish levels of “proficiency” and actions to attain these levels. The first period 

is from one to 45 days, the second is from 45 to 90 days, and the third is for watch standers 

that have not stood a particular watch for greater than 90 days. If qualified watch standers 

continue to stand the prescribed amount of watch within the 45-day window, they maintain 

their “proficiency” and no additional actions are required. If they fall into the 45 to 90-day 

window since their last watch, the instruction provides guidance and additional actions to 

regain “proficiency.” Once watch standers fall outside of the 90-day window, the instruction 

identifies additional requirements to reestablish “proficiency.”  

Researchers in the aviation industry generally consider training to be “current” if it 

was accomplished in the last four to six weeks, and they have found that currency is 

responsible for as much as 25 percent of a pilot’s proficiency (Hammon & Horowitz, 1990). 

Additionally, they found that career hours make up the other 75 percent. Details on the lapsed 

time since each officer last accumulated ship-handling experience could have explained the 

role currency plays in ship-handling proficiency through mitigating skill degradation. This 

information would have provided a better proxy for currency than what the “time since BRM 

course” variable provides. 

Within the 164 assessments, some OODs with little underway experience exhibited 

strong proficiency, while other OODs accumulated significant amounts of underway time but 

performed poorly. The choice of survey questions, lack of relevant questions, and the 

categorical nature of the responses to these questions limit the conclusions we can draw in our 

analysis. SWOS has since resolved many of these issues through the implementation of the 

Mariner Skills Logbook. We recommend that SWOS continue to focus on improving the data-

collection method and types of data collected, because these variables provide the foundation 

that will support the future-policy effectiveness questions that SWOS may want to analyze. 

2. Proficiency Simulation Assessment 

The SWOS-developed OOD proficiency assessment check sheet, as it presently 

exists, may provide a reasonably accurate snapshot of OOD proficiency in a qualitative sense, 

but it may be too subjective to be useful in future quantitative analysis. SWOS could 

incorporate more objectivity in future assessments by modifying the check sheet that the 
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senior assessor uses to evaluate OOD proficiency. SWOS could develop “leveling” training 

for the senior assessors, which would lessen the subjective differences between assessors. For 

example, SWOS could develop a video-recorded scenario where the assessor explains the 

intricacies of the more subjective areas of the assessment and explain why the OOD’s decision 

may have missed the mark of acceptable performance. This process would help to ensure that 

senior assessors grade all OODs more consistently. 

SWOS designed the proficiency check sheet to accomplish several objectives. The 

first objective was the need to assess the proficiency of the OODs, which was a first step to 

understand the proficiency level of the Force. The second objective was to provide training 

and feedback to the individual OOD, and the third was to provide feedback to the OOD’s CO 

via email after the simulation. Assessing an OOD is subjective by nature due to factors such 

as style and the interpretation of the Rules of the Road that mariners must observe, and 

“leveling” training for senior assessors would help to mitigate this factor. 

The senior assessor uses the proficiency check sheet’s assessment points to grade 

OODs on a zero to five scale with only four categories. The categories include “UNSAT” 

(zero points), “Requires Improvement” (one point), “Meets Standards” (three points), and 

“Exceeds Standards” (five points). A fifth category could provide the senior assessor with a 

more normally distributed grading option. The middle category would become the “average” 

score and there would be options for two standard deviations above and below the “average.” 

Alternatively, SWOS could alter each assessment point to reflect a binary outcome. This 

design would lend itself to a more objective format at the cost of lower-fidelity feedback to 

the OODs and their COs.  

Additionally, a binary outcome would translate to a more objective overall score for 

the dependent outcomes. Some post-assessment check sheets have annotations, which may 

have come from senior assessors or SWOS personnel adding up individual component scores 

from the assessment points. The number of assessment scores that senior assessors summed 

using this method is unclear because many of them were unavailable for analysis. If you 

assume every decision point is exactly evenly weighted, this is likely the most accurate 

method for deriving a final score. Other senior assessors calculated these scores mentally 

without writing them down or simply estimated each of these final scores without calculating 
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any of the individual component assessment-point scores. There does not appear to be any 

standardization for this part of the grading. Training assessors to one common standard and 

altering the format of the assessment check sheet could facilitate a more objective outcome. 

More objectivity would translate into better fidelity in the data for future analysis. 

The proficiency final assessment was limited to three alternatives. Those alternatives 

included “Complete – No Concerns,” “Complete – Concerns in the Following Areas,” and 

“Significant Concerns.” This format appears to approximate a normal distribution using the 

middle category as an “average” and the alternatives covering one standard deviation above 

and below. The interpretation of the category titles for proficiency likely thwarted this design 

feature. Two of the three grades seem to depict an OOD that successfully passed while the 

third category depicts a failure. Alternatively, one could argue that only the OODs that earned 

the highest mark is considered “proficient” while the remaining OODs were “not proficient” 

because both lower categories were marked with “concerns” about performance. The labels 

that SWOS chose may aid with the feedback for individuals and their COs, but it likely creates 

an unnecessary distinction for the senior assessor and the analyst. SWOS could make this 

distinction more clearly by making the overall proficiency a binary outcome. For example, 

either an OOD passes and is proficient or fails and needs remediation.  

A better alternative is expanding the assessment’s rubric to allow a wider variation of 

scores, which would induce more variation between individual OODs. Then, a cut off could 

be established that differentiates proficient from non-proficient OODs similar to the binary 

outcome proposal. The advantage under this proposal is that more information is usually better 

for analysis. For example, a proficiency score on a scale from zero to 100 would allow us to 

analyze the variation between an OOD who scored a 90 from an OOD who scored a 70. 

Additionally, we could establish a cut off between those two scores, which would allow us to 

divide the sample between those who passed and those who failed for additional analysis. 

This method does not work in reverse. For example, if we assess the sample as a binary 

outcome during grading, we are not able to convert those scores into continuous variables that 

hold relevant meaning because of a lack of variation in that type of sample. 
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IV. EMPIRICAL FRAMEWORK AND RESULTS  

We analyzed the data that SWOS collected during their pilot study, and we 

provided recommendations for future data collection and analysis. To guide our analysis, 

we first identified a theoretical functional relationship between proficiency and its 

determinants, drawing on insights gained through discussion with subject matter experts at 

SWOS and supplemented with a review of the literature on proficiency development. We 

define proficiency as a function of the skills, knowledge, experience, and currency of that 

experience. Some inputs in our theoretical model are not directly observable to both 

researchers and policymakers yet we may find proxies through observed variables. For 

example, motivation is a likely determinant of proficiency; we do not observe a direct 

measure of motivation, but we do understand that the development of skill and accelerated 

accumulation of knowledge are often due in part to individual motivation.  

There are three primary policy goals of this research. The first of these goals is to 

identify the current level of proficiency for the stock of OODs in the Navy. Secondly, we 

need to understand how we can leverage the knowledge of these inputs in our theoretical 

model to improve proficiency at both the individual and fleet levels. Improved training, 

retention, detailing of proficient OODs, and potentially higher-quality selection or 

qualification standards for new OODs may allow us to accomplish these objectives. Lastly, 

we must be able to track the mariners’ skills proficiency of SWOs throughout their career, 

so that we can measure their development and ensure their readiness to progress to higher 

levels of shipboard responsibility.  

These policy goals force us to consider the definition of proficiency. Specifically, 

we should consider whether we should measure proficiency subjectively or objectively. 

We must also consider whether overall proficiency is more important or if it is more 

relevant in specific skills, for example BRM, performance under stress, or application of 

the ROR. Lastly, we must understand whether the big-picture objective is to maximize 

individual proficiency or to ensure the entire fleet body of OODs pass a minimum standard, 

because this consideration will drive solutions for follow-on issues like resource allocation. 
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We decomposed our theoretical model’s inputs into constituent parts so we could 

classify and organize the different information that SWOS collected. The skill component 

is comprised of the individual assessment categories, which include management of the 

bridge team (BTM), BRM, formality/presence/leadership, application of ROR, and 

performance under stress. We divided knowledge into the ROR and NSS written exam 

components, which demonstrate the theoretical ship-handling information the officer has 

learned. We divided experience into several smaller sections, which included time spent 

on a ship, time spent in various bridge-watch positions, the characterization of their 

watches by traffic, as well as the number of special evolutions that officers reported on the 

survey. Lastly, we recognized that currency is a representation of the rate of decay for 

critical OOD skills. The existing data set did not account for currency directly. Instead, the 

proxy used for currency is limited to the “time since last attending the BRM course.”  We 

recommend that future collection opportunities focus on this critical input by utilizing the 

SURFOR definition of currency (termed “proficiency” in their instruction), which they 

define as experience in the last 90 days. 

We use multivariate regression models, which are the empirical analog of our 

theoretical model, to estimate the partial correlations between inputs to proficiency and 

assessed proficiency measures. In particular, we regressed the assessed proficiency score 

for each OOD on the functional inputs categorized by skills, knowledge, experience, and 

currency. Multivariate regression allows us to estimate the partial correlations for each of 

the functional inputs while holding all other inputs fixed. For example, we can determine 

what happens to an OOD’s proficiency due to increasing their overall experience without 

changing their skills, knowledge, or currency. 

A. SUMMARY OF DATA 

Table 1 contains the means for the demographic variables collected during the 

survey. SWOS collected the survey data in categorical bins, and we converted these bins 

to a continuous variable for ease of summary, imputing with the midpoint of the range in 
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each category.8 All officers in the sample were on their first division officer tour, and there 

is no missing data on either the tests or the surveys. There is a broad sampling of ship 

classes, but the pilot-study sample does not represent all ship types. For example, the pilot 

study did not include aircraft carrier and patrol craft OODs. Second tour OODs or non-

SWO officers typically fill these billets. Amongst the 61 ships, 10 were Cruisers (CG), 35 

were Destroyers (DDG), five were Amphibious Landing Helicopter Dock ships (LHD), 

five were Amphibious Landing Platform Dock ships (LPD), four were Amphibious 

Landing Ship Docks (LSD), and two were Mine Countermeasure ships (MCM).  

For commissioning source, USNA commissioned 51 officers, the ROTC 

commissioned 68 officers, and Officer Training Command, which includes both Officer 

Development School (ODS) and OCS, commissioned 45 officers in the sample.  

Table 1. Demographic Data Summary Statistics for OOD Pilot Study 
Proficiency Assessment 

 
                                                 

8 For example, the survey asked the respondents to report the number of months assigned to their ship, 
and we converted observations from zero to six months into three months, seven to 12 months into nine and 
a half months, 13 to 18 months converted into 15 and a half months, and greater than 18 months converted 
to 19 months. 
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Table 2 contains the mean and standard deviation for the time aboard ship and 

experience-related variables collected during the survey. The average OOD completed six 

months of deployment, qualified OOD at the one-year mark, and qualified SWO at 15 

months, which is roughly on par with the expected times for these major milestones during 

an OOD’s first tour. It is evident that this sample of OODs had much more experience as 

a CONN than OOD. This result in turn explains why the sample, on average, reported more 

special evolutions as CONN than OOD. Looking deeper in to the data, it stands out how 

many OODs reported no experience in each of these special evolutions. Second-tour OODs 

usually carry the burden for many of the special evolutions that a ship conducts. This may 

be one area where additional research could determine what proportion of special 

evolutions each cohort of first- and second-tour OODs are conducting and if that burden 

sharing is appropriate to maintain a healthy community of OODs. 

Table 2. Input Summary Statistics for OOD Pilot Study Proficiency 
Assessment 

 



37 

Table 3 shows the percentage of the sample that were graded in each of the four 

proficiency categories “unsatisfactory” through “exceeds standards” for each of the 

proficiency sub-categories. It is clear that the vast majority of OODs earned a score of 

“requires improvement” or better. It is clear from the category titles that “unsatisfactory” 

is a failure, but the distinction between pass and fail becomes vague when the senior 

assessor deliberates between grading an OOD as “requires improvement” instead of “meets 

standard.” The titles suggest that “requires improvement” is sufficient but in reality, “meets 

standard” seems to be a more appropriate minimum standard for passing the individual 

skill assessments.  

Table 3. Measurements of Individual Sub-category for Pilot Study 
Proficiency Assessment 

 
 

Table 4 contains the overall measure of performance graded by the senior assessor.  

There is no clear indication whether senior assessors calculated these results via a 

mathematical aggregation of the sub-category scores, or whether senior assessors used this 

category as a subjective measure of proficiency. If SWOS designed the assessment to 

measure JOOD proficiency, we might interpret the 82 percent pass rate as acceptable. The 

problem is that COs authorized these OODs to stand a senior watch dedicated to 

maintaining the safety of the ship and not simply a subordinate watch stander in training. 

As a result, the 18 percent of OODs assessed as “significant concerns” may cast doubt on 

the training programs that allowed these OODs to qualify. Of the 61 ships, 20 of them had 

at least one OOD that a senior assessor graded as “significant concerns.” Eight of those 20 

ships also had at least one OOD assessed as “complete with no concerns.” This suggests 

that the training program may not be at fault, and that some other factor may cause this 

disparity. For example, maybe some OODs are qualified due to the lack of mechanisms to 
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de-select officers that are low-quality matches with the SWO community. Alternatively, 

these low performing officers may not have had as many opportunities to stand watch as 

an OOD because they were competing for time within a crowded wardroom. 

Table 4. Overall Measurements of OOD Proficiency for Pilot Study 

 
 

Table 5 contains the results of the ROR and NSS exams that each OOD completed 

prior to commencing the simulated scenario. Fleet OODs must earn a 90 percent or higher 

on a similar ROR exam monthly. The NSS exam encompasses general knowledge an OOD 

should know as part of qualifying through the OOD PQS. Both exams had low pass rates. 

Table 5. Measurements of OOD Written Knowledge for Pilot Study 
Proficiency Assessment 

 
 

Table 6 contains a cross tabulation of the overall performance and the sum of the 

scores from the individual skill sub-categories. This table shows how the individual skills 

(BRM, BTM, leadership, application of ROR, and performance under stress) map into the 

senior assessor’s overall assessment of proficiency. For example, no OOD earned a score 

below nine that completed the scenario with “no concerns.” Similarly, no OOD earned a 

score above eight that completed the scenario with “significant concerns.” One challenge 

in understanding how assessments in the sub-categories map into the overall competency 

assessment of an OOD is understanding what is different about OODs that earned different 

overall proficiency ratings while having the same score on the summation of the sub-
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category skills. It is likely that each assessor used a different set of criteria to map sub-

category performance into overall proficiency, and it is worth considering whether SWOS 

should use a more formal mapping to ensure consistency across assessors.  

Table 6. Cross Tabulation Sub-category Scores and Overall Performance 
for Pilot Study Proficiency Assessment 

 

 

B. MODEL SELECTION AND CONSIDERATIONS 

We considered several functional forms and alternative methods for describing 

experience. The data included measures of both OOD and CONN experience. OOD 

experience did a better job of explaining the variation in performance than CONN 

experience. This may be because poorer performing OODs are more likely to spend greater 

amounts of time as a CONN or JOOD, which may come at the cost of experience as an 

OOD. Since the goal of the assessment was OOD proficiency, the logical choice was to 
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focus on OOD experience as the functional input. We also considered whether to use the 

continuous variables derived from categorical responses or binary indicators of high versus 

low experience. While both functional forms show qualitatively similar relationships, we 

focus our analysis mainly on the binary indicators, as they are easier to interpret. One 

disadvantage of binary indicators of experience is that we must choose where the sample 

size division occurs. For example, we split the sample size for overall experience into 

officers that had more than 60 days on the watch bill as OOD and those who had had less 

than 60 days of experience. Sixty days of experience as an OOD does not provide an 

intuitive frame of reference for interpretation, but this sample-division point is a limit due 

to the categorical nature that SWOS used to collect survey data for this pilot study. In the 

future, examination of OOD logbooks will enable SWOS to collect the underlying, 

continuous data, such as hours, days, or months of experience and the number of special 

evolutions completed.  

The proposed approach for future assessments, which utilizes continuous variables 

from logbooks instead of broad categories, enables us to divide future samples into a binary 

variable for analysis. This approach would allow us to estimate the effect of policies 

designed to improve OOD proficiency. For example, this proposal enables future analysts 

to assign officers to a binary variable that differentiates OODs that have acquired 300 hours 

of OOD experience from officers who have less than 300 hours of experience. We can then 

use this binary variable to determine whether this is the appropriate “break point” in 

experience by analyzing the differences between how the two groups of OODs perform. If 

we find that there is no difference between the performances of officers with more than 

300 hours of OOD experience as compared to those with less than 300 hours of experience, 

then we may have evidence that suggests we need to reassess the “break point” of 

experience. Alternatively, if we find that there is a difference between how the two groups 

of OODs perform, then we should consider implementing a policy that establishes this level 

of experience as a minimum prior to OODs transferring to their second tour.  

We could repeat this process with other appropriate policies as long as we have the 

foresight and appetite to modify the Mariner Skills Logbook to include the relevant data. 

If we do not deliberately think about the types of policies we want to assess, we may not 
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have the right data to support such analysis under the current version of the logbook. These 

types of data-driven policy assessments may help SWOS identify the best training 

alternatives. With that knowledge, SWOS can advocate for additional resources based on 

the expected return as a function of proficiency. 

 Table 7 provides estimates for the preferred models where we regress two 

functional forms of proficiency on the inputs measured as skills, knowledge, currency, and 

experience. All four regressions include commissioning source. Homeport is included to 

serve as a way to capture fixed effects due to the assignment of graders.  

The interpretation of these estimates is simpler than their continuous variable 

counterparts, which we included in the appendix as part of our robustness checks. For 

example, in Table 7 column 1, we find that an officer that reports more than 60 days of 

experience as an OOD is 15 percentage points more likely to pass the proficiency 

assessment simulation than an officer that reports less than 60 days of experience. 

Similarly, from Table 7 column 2, we find that an officer that passes the “performance 

under stress” portion of the skills assessment is 42 percentage points more likely to pass 

the proficiency assessment simulation than an officer that earns a failing score on 

“performance under stress.” We interpret the “platform” variable similarly. For example, 

from Table 7 column 3, an officer that serves on an amphibious platform is five percentage 

points more likely to pass the proficiency assessment simulation than an officer from a 

non-amphibious platform, however, this estimate is not statistically significant.  

The reader should not interpret non-statistically significant estimates as “no effect.” 

Instead, we should interpret such estimates as “no evidence of an effect.” The difference is 

that we might have a strong effect, for some officers, which is approximately equally as 

strong in the opposite direction for other officers. The result is that we do not see any 

evidence of an effect, which is not the same as “no effect.” We can resolve these types of 

ambiguities through more accurate testing, reducing measurement error in the data we 

collect, or through collecting larger sample sizes, amongst other alternatives.  
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Table 7. Main Regression Results for Pilot Study Proficiency Assessment 
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C. EFFECTS OF FUNCTIONAL INPUTS ON PROFICIENCY 

In general, across the various models we analyzed, the assessed skills, experience, 

and knowledge are correlates of proficiency.9 There does not appear to be evidence of an 

effect for the contribution that currency plays in predicting proficiency. Again, this is likely 

due to the poor proxy for this variable, because it is based solely on “time since last 

attending the BRM course.” This Section breaks down each of the functional inputs by 

differentiating which variables are correlates of proficiency from those that do not appear 

to be correlates of proficiency. The results are specific to the pilot study that we analyzed. 

Future data sets will benefit from some of the recommendations that we advocate 

throughout our analysis. As a result, the correlations we outline may change with better 

data and assessment methodologies. 

The functional input for skills is composed of BRM, BTM, leadership, performance 

under stress, and application of ROR. Future studies may provide clear evidence of a better 

way to define skills but results from the pilot study suggest that these factors proxy the 

information we intend to capture. Across the various robustness models, there is evidence 

that BRM, leadership, performance under stress, and the application of ROR are strong 

correlates of proficiency. BTM is not a correlate of proficiency under any permutation. 

This result suggests that we may need to define the boundaries between BRM and BTM 

more clearly, because some assessors may have unintentionally credited the wrong 

category during assessments. Alternatively, maybe we need to design a more objective way 

for assessing each OOD’s BTM score.  

The functional inputs for experience included the overall number of days of OOD 

watch, experience throughout various special evolutions, months on deployment, and 

months aboard ship. Overall experience as OOD, TSS experience, and pier-work 

experience are strong correlates of proficiency. This result is somewhat sensitive to 

whether the functional input of skills is included in the same regression, which is likely 

due to the nature of how experience may develop the skills a proficient OOD masters 

                                                 
9 Tables 8-10 represent the robustness models used during our analysis and they are available in the 

appendix.  
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through repetition. There is no evidence of an effect that indicates months on deployment 

and months aboard ship are correlates of proficiency. These results are good in the sense 

that these factors are not easy to change at the individual level. For example, if an OOD is 

not proficient, we cannot give more deployment time or advance their time aboard ship 

through a policy change. Additionally, this result suggests that OODs on ships in extended-

maintenance availabilities are not completely disadvantaged because they can utilize 

simulators or other cross-deck opportunities to mitigate ship-handling skill degradation. 

There is weak evidence that UNREP and anchoring evolutions are correlates of 

proficiency.10 The lack of evidence of a relationship for these two special evolutions may 

be due to the difference in skills required as compared to navigating a moderately dense 

TSS. 

The correlation between proficiency and experience in dense traffic is counter 

intuitive across all the robustness models. These estimates are negative correlates of 

proficiency in every permutation. This result is likely due to the relative differences in the 

subjective definition of “dense traffic” between OODs. For example, an OOD that is used 

to a low-traffic homeport might have a lower threshold for what defines “high traffic” than 

an OOD that earned experience in the most traffic-dense environments. As a result, OODs 

that claimed additional experience in dense-traffic environments performed worse, on 

average, when holding all other factors constant, than OODs that reported less dense-traffic 

experience. The development of more objective measures for traffic density may serve to 

better clarify the relationships between traffic-density experience and proficiency. 

The functional input of knowledge is composed of written exams covering ROR 

and NSS subject matter. There is some evidence that ROR knowledge is a correlate of 

proficiency, which makes sense because understanding these rules are essential to applying 

                                                 
10 It is worth considering whether we should pursue a more-holistic approach to assessing OOD 

proficiency. For example, a series of special evolutions, as opposed to the moderate-density TSS transit, 
may provide a clearer picture of the skills that are necessary for a proficient OOD. This type of assessment 
may come with some disadvantages. For example, if the series of assessments included an anchoring, 
UNREP, harbor transit, and a moderate-density TSS transit, the time required to assess each OOD may 
become prohibitive when scaled to support a sample size large enough to represent the entire fleet. 
Policymakers should consider whether this type of more-rigorous testing is worth the extra man-hour costs 
to assess. Additionally, there are opportunity costs associated with simulator unavailability, which ships 
could otherwise use to schedule training. 
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them when encountering other vessels and hazards to navigation. There is no evidence of 

an effect that indicates NSS knowledge is a correlate of proficiency throughout any of the 

robustness models. After examining the types of questions each OOD answered for this 

exam, this result might indicate that SWOS should tailor the exam specific to the 

knowledge critical for passing this type of simulator assessment.  

Many of the questions for both written exams focused on broad knowledge, which 

may be representative of minimum qualification requirements. For example, one question 

on the NSS exam asked the OOD to select one of four multiple-choice answers that best 

described the force that would most affect a low-freeboard vessel with a deep draft. If the 

purpose of the written exams is to provide SWOS with a general idea of the knowledge 

retention and understanding an OOD has, these types of questions may be ideally suited. 

Alternatively, if SWOS wants to leverage these written exams to understand each OODs 

practical application of knowledge throughout the simulation, then we should tailor the 

exams to meet this objective. SWOS could accomplish this by revising all questions on 

both exams to focus on the decisions that OODs must make during the simulation. For 

example, instead of the question about forces on a low-freeboard vessel, SWOS could ask 

questions that we could objectively analyze during the scenario such as equipment failure 

reports to the CO. Since equipment failure occurs during the scenario, we could identify 

the relationship between their actions, when the failure occurs, and whether they answered 

the written exam question correctly.   

The disadvantage to this change is that it might require a smaller bank of quasi-

fixed questions on both the ROR and NSS exams, which might be easier for officers to 

anticipate. The additional value created through the analysis would likely offset the shallow 

depth of questions, because we could analyze exam questions as a functional input and the 

actual application of the knowledge in the simulation as the outcome. The results of this 

analysis could inform risk-management models by providing estimates of the value of each 

type of question as well as focus areas that schoolhouse training should emphasize. For 

example, if we assess a large sample of officers and find that OODs that pass low-visibility 

condition ROR questions are 2 percentage points more likely to apply this knowledge 

correctly in the simulator, then maybe we should allocate training resources to more 
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significant concerns. Alternatively, if those same OODs are 50 percentage points more 

likely to apply the ROR correctly, then we may have clear evidence that the resources we 

are leveraging are appropriate and effective. 

Within this data set, platform does not affect proficiency no matter which functional 

form is considered. This finding is important because it suggests that OODs are not at a 

disadvantage based on the type of ship where they earn their OOD qualification. This is 

likely because SWOS designed the scenario to test OODs on a similar platform to the one 

where they earned their experience. 

Currency does not function as a significant correlate to proficiency in most of the 

models we analyzed. This is likely due to the low-quality nature of the only currency proxy 

available in the data set, which is the variable capturing the amount of time since last 

attending the BRM course. The fact that the currency variable is also the only variable 

associated with simulator experience, as opposed to actual experience on the bridge of a 

ship, may also explain this finding. A future data set, as proposed as part of the Mariner 

Skills Logbook recommendations in Chapter V, could provide a better opportunity to 

analyze the contribution that currency plays in predicting proficiency. 

D. ROBUSTNESS CHECKS 

Table 8’s format (Appendix E) is identical to Table 7 except that we increased the 

requirement to pass the individual-skills assessments to match the highest available score 

of “exceeds standards.” This change allows us to compare estimates for different 

definitions of “pass” for the functional input of skill toward understanding correlations with 

proficiency. A better alternative might have included lowering the passing threshold to 

include OODs assessed as “requires improvement” but there are insufficient observations 

for this model to provide meaningful results. In general, the results from Table 8 are 

qualitatively similar to our main results in Table 7. 

Table 9’s format (Appendix F) is identical to Table 7 except that we utilized the 

raw values from the assessment of the functional inputs of skills and knowledge instead of 

using the binary versions that we created for the main analysis. This change allows us to 

explore whether the correlation between proficiency and both knowledge and skills are real 
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or are simply a function of the mathematical form we chose to utilize. Although the 

interpretation is different, the magnitude of the effect and the variables that are correlates 

of proficiency are qualitatively similar to our results from Table 7. 

Table 10’s format (Appendix G) is identical to Table 9 except that we utilized the 

raw values given by the senior assessors to categorize the OODs assessed proficiency score 

on a scale from zero to two. For example, OODs assessed as “significant concerns” earn a 

zero, OODs assessed as “completed with concerns” earn a one, and OODs assessed as 

“completed no concerns” earn a two. We regressed these values on the same variables that 

we utilized in Table 9. Although the interpretation is different from both Tables 8 and 10, 

the magnitude of the effect and the variables that are correlates of proficiency are 

qualitatively similar to our results from previous estimates. The one exception is that the 

estimate for ship class is statistically significant, where it was previously insignificant. This 

result is likely due to a statistical anomaly because this is the first time that ship class has 

displayed any evidence of an effect over the course of several model revisions. 

E. SUMMARY 

Through our research, we have provided the first empirical estimates of the 

proficiency returns that knowledge, skills, experience and currency provide. We examined 

the currency component and noted that our proxy of time since attending the BRM course 

is insignificant, which suggests that we must get more accurate data in future studies, by 

leveraging the OOD logbooks instead of self-reported survey data. We also found that ship 

class is not a correlate of proficiency. We did find evidence that experience, skills, and 

knowledge are correlates of proficiency. Approximately 80 percent of the variation of 

proficiency is unaccounted for across many of the models we analyzed. This may be 

evidence that the pilot data set did not account for many of the issues that we have identified 

throughout our analysis. Despite this limitation, our research illustrates the value of the 

functional inputs to explain proficiency outcomes. The first edition of the Mariner Skills 

Logbook is a strong first step to provide data that is more accurate. Accurate data enables 

us to understand the correlates of proficiency. 
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V. CONTINUOUS DATA COLLECTION AND TESTING 
MECHANISMS 

This chapter discusses the value of data collection and alternative collection 

mechanisms. Additionally, we describe suggestions for testing OODs, and explain how 

SWOS can use the data to improve the Fleet. We close this chapter with suggestions for 

SWOS to revise the Mariner Skills Logbook, which would provide analysts appropriate 

data to study additional training policies in the future.  

A. VALUE OF FUTURE COLLECTION 

 SWOS issued the first Mariner Skills Logbooks in 2018, and they plan to issue one 

to every SWO.11 Using data collected from the newly developed logbook for future studies 

provides a broader horizon for the types of questions we could answer during follow-on 

iterations of the proficiency assessment. The current data set is limited to answering questions 

about the determinants of proficiency and the percentage of OODs that were proficient in the 

pilot study. In the future, a more detailed data set could provide insight that allows us to 

analyze an individual’s experience and prescribe a tailored training plan to address those 

shortfalls while at SWOS for advanced training. For example, an officer with high hours of 

OOD experience due to an extended deployment would likely have developed sufficient 

UNREP skills. These evolutions may come at the expense of experience in other evolutions 

like mooring to a buoy. In the future, a SWOS instructor could review the OOD’s logbook 

data, recognize these experience gaps, and write a training plan for these observed experience 

deficits. 

The next evolution of the potential for proficiency assessment data analysis is the 

ability to leverage experience markers when detailing prospective COs. In the future, 

prospective COs will have a full history of their ship-handling experiences documented in 

logbooks. Detailers will be able to leverage this data to ensure we optimally place our officers 

aboard ships. For example, a detailer may review an officer’s logbook and discover that they 

                                                 
11 An abbreviated version of the Surface Warfare Mariner Skills Logbook is included in Appendix H. 
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completed two division officer tours in Pearl Harbor with low levels of underway experience 

and subsequent tours as a Department Head in extensive shipyards in San Diego. If the detailer 

has a billet to fill for a DDG in Japan and a second billet for a DDG expecting to head into the 

yards, the experience levels found during the review could be critical to getting the right 

person into the job where they have the strongest chances of success. 

B. ALTERNATIVE COLLECTION METHODS 

Several data collection mechanisms could prove viable in the long term for OOD 

experience-related data collection. This Section introduces some of these options from the 

most basic to the more complex. The initial decision for the long-term solution is whether 

officers should handwrite or electronically record them. If the handwritten option is the 

preferred solution, the next consideration is when to digitize them, so that SWOS can 

leverage this information for policy decisions and proficiency-check analysis. If an 

electronic format is the preferred solution, the next consideration is whether a new database 

is required, or whether we can leverage spreadsheets or an electronic survey option to 

transmit relevant information. Each potential solution comes with separate costs and 

benefits that affect the quality of the return on investment related to the collection, analysis, 

and dissemination of OOD proficiency research. We recommend that a follow-on analyst 

conduct research aimed at clearly articulating the various options, the costs, and the 

constraints associated with each, so that policymakers can make an informed decision. 

1. Status Quo 

SWOS has directed that individual OODs maintain sole possession of their 

logbooks until they transfer commands. OODs are required to fill out entries as they 

stand watch, carry data forward from page to page, and present them to their CO during 

quarterly reviews. On the occasion an officer transfers, the CO is required to summarize 

the data collected and forward it to Navy Personnel Command (PERS-41) in the format 

provided by COMNAVSURFPAC/COMNAVSURFLANTINST 1412.9 released on 

September 6, 2018. The instruction assigns PERS-41 as the organization responsible to 

document and maintain a digital file for each officer based on the CO’s review. Then, 

periodically, PERS-41 shall provide the relevant data to SWOS for analysis. The 
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instruction provides an enclosure as an example of what data COs are expected to send 

to PERS-41. This example lacks many critical pieces of information for future data 

analytics (for example, DoD identification number [DoD ID]), which would allow 

researchers to append demographic information to the data. Commissioning source, age, 

and years of service are some examples of pertinent information that researchers may 

need in future analysis and including DoD ID on the provided template could facilitate 

that process. Those variables are a small sub-set of the information that is not included 

in the current revision of the Mariner Skills Logbook.  

The process outlined in COMNAVSURFPAC/COMNAVSURFLANTINST 

1412.9 does not support the data necessary to analyze information acquired through the 

Assessments Plan SWO Competence Continuum. Figure 1 outlines the 10 mariner 

assessments that OODs must complete throughout their career. Under current guidance, 

PERS-41 does not provide the first report to SWOS until after the first assessment point 

at least, and the data might not even arrive until after the third assessment point. This 

process forces SWOS to collect the appropriate data manually during each assessment 

point. We recommend that a more coordinated process be implemented, which may 

necessitate a digital approach to recording and transferring experience-related data from 

logbooks to SWOS. 

 
Source: CAPT S. Robertson, SWO mentoring session at Naval Postgraduate School, July 2, 
2018. 

Figure 1. SWO Competence Continuum Assessment Plan  
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Alternatively, SWOS could collect demographic and experience-related 

information through an electronic survey prior to proficiency checks. For example, when 

an officer receives orders for advanced training, SWOS could provide a web link that 

directs the OOD to a survey. The survey could include all the experience and demographic 

information necessary for future analysis. This process could serve as one low cost solution 

to resolve the data collection issues the community faces. An electronic survey could be a 

quarterly requirement for OODs to share experience data and it would alleviate the 

reporting delay and man-hour intensive process to transfer data from individual commands 

to SWOS via PERS-41, manually. For oversight, SWOS could develop a mechanism to 

forward the experience data to the officer’s Senior Watch Officer to certify the accuracy, 

or SWOS could spot check the officer’s logbook upon arrival for training. 

2. Electronic Logbooks 

A digital solution may bridge the gap where handwritten logbooks fall short. After 

OODs manually track experience throughout a tour, they must duplicate this effort on a 

survey at SWOS for it to be useful in a proficiency assessment. If officers digitized data 

initially, instead of handwriting them in a written logbook, SWOS would have instant 

access to a trove of data that they could use to monitor experience trends in the fleet. Such 

data could provide valuable insight at a moment’s notice as new SWO personnel and 

training policies are considered. For example, if a policy is under review that reduces 

funding for contractors critical to operating the NSST centers, SWOS could leverage the 

digital data from the most recent 2,000 simulator hours utilized to determine what effect 

the policy might have on fleet readiness. 

While SWOS would gain from the benefits of electronic logbooks, the individual, 

Senior Watch Officer, and ship’s administrative office assumes the majority of the 

workload for recording, compiling, and manually transferring the written logbook data into 

an electronic or memorandum format. If the record does not arrive in a digital format, then 

PERS-41 must develop a solution that converts a typed memorandum into a spreadsheet 

format or pass the responsibility on to SWOS. This may still prove too cumbersome for 

SWOS to utilize in the short term. Thousands of records would flow in; require some level 
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of quality control, compilation into a usable format, storage, and protection due to the 

sensitive nature that may be inherent for the records. An electronic solution would prove 

more useful if the record began life digitally, but this has its own shortfalls to overcome 

such as formatting, version control, and privacy controls. Leveraging database technology 

could simplify the process as outlined in the following Section. 

3. Database Technology 

A database solution could reduce the numerous steps required to record watch-

standing experience into a physical logbook initially, digitize it, and transmit it through 

appropriate channels to SWOS for analysis. Instead of handwriting pertinent watch-related 

details, access to a database on the bridge could allow the OOD’s Common Access Card 

(CAC) to create a new record at watch turnover and record system time and other 

appropriate unclassified parameters. A networked solution could append ship’s AIS data, 

weather message data, or other significant details to the OOD’s database entry. Granular 

data like traffic density from AIS could dramatically improve the snapshot for each entry 

by depicting a more accurate representation of the quality and quantity of experience 

earned during a watch as measured by traffic density. 

Existing database options could suffice in the short term to facilitate the most basic 

functions of this process until the community identifies a permanent solution. For example, 

at-sea commands develop watch bills in the Relational Administrative Data Management 

(RADM) application. Similar to how watch station PQS requirements function as a pre-

requisite to stand a watch, overall experience and currency standards that are set by fleet 

decision makers could ensure compliance with relevant policies. The ship’s Senior Watch 

Officer could manage these pre-requisites, which OODs would record at watch turnover. 

This process would mimic entering training in RADM, which is something most division 

officers are already familiar. 

RADM already communicates with the Fleet Management and Planning System 

(FLTMPS) by replicating data off-ship during scheduled uploads. This design could 

convert a multi-step process into a condensed version. This process would still rely on the 

individual entering the data at watch turnover.  
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The problem with RADM as a solution is that it is cumbersome to operate, and it 

lacks funding to implement useful changes that would support a database approach to share 

OOD experience-related data. The Surface Community should consider one of three 

options to identify a long-term solution. If there is sufficient funding, we should develop a 

ground-up approach that focuses on several key aspects. This solution must present ease of 

use for ships underway, reliable replication for data transfer to shore, and a solid framework 

that captures the factors that are correlates of proficiency. Additionally, it is important that 

we incorporate the ability for the community to change data fields as we learn more about 

the functional inputs to proficiency. If there is insufficient funding for an ideal approach, 

we should consider a system that is already in operational use by another community. If 

there is insufficient funding for this type of an approach, we should invest money into a 

new generation of RADM that is dual-purposed to track the traditional training information 

as well as the experience-related information that is critical to proficiency assessment 

research. 

C. SUGGESTIONS FOR TESTING OODS 

First-tour officers were the only OODs tested during the pilot study. These officers 

represent one link in the larger picture of the OOD training continuum. Future proficiency-

assessment opportunities could create critical data sets to answer tough questions that we 

are currently unable to answer due to the limited scope of the data collected in the pilot 

study. Four main groups of officers could each bring different pieces of the proficiency 

picture into focus if we choose to utilize them appropriately. These groups are comprised 

of first tour, second tour, Department Head, prospective Executive officers (XO) and 

prospective COs. 

First-tour officers could provide an excellent snapshot of how effective the Basic 

Division Officer Course (BDOC) curriculum is by testing a random sample before and 

after each convening. Similarly, we could examine the effectiveness of the OOD Phase I 

curriculum, using first-tour officers. This analysis could ensure that SWOS recognizes 

relevant trends in sufficient time to continue to send a top-quality product to the fleet. 

Additionally, they represent one sub-set of the total ship-handling population at any given 
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time. Since these officers must return to SWOS for advanced training, we can leverage this 

opportunity to maintain the pulse of the fleet’s proficiency as they transition to commence 

their second tour. Downward trends may alert policymakers that an operational pause may 

be necessary to prevent a catastrophic accident. Second-tour officers provide the other main 

sub-set of the total OOD population of the fleet. The assessment prior to the 

commencement and at the conclusion of ADOC could provide evidence of the quality of 

instruction and a representative sample of the quality of officer that is reporting to the fleet 

to train prospective OODs. Prospective Department Head officer testing provides critical 

information on skill degradation resulting from time on shore duty. Finally, testing XO/

COs could explain what influences the long-term mastery of maritime skills and where the 

focus should be starting from initial-accession training. Once the logbook data has caught 

up with these senior leaders, analysts could finally understand the mechanisms through 

which overall experience and currency shape individual proficiency.  

The type of testing to which these officers are exposed could answer different types 

of questions in the future as well. For example, proficiency testing may provide a snapshot 

of how each officer acts on the bridge of a ship in a generic situation. In contrast, a test that 

puts OODs in extremis might paint a better picture of their gut reactions, which should be 

the culmination of their understanding of how their ship responds to controllable and 

uncontrollable forces. This is especially true for prospective COs, because their OOD may 

not request assistance in sufficient time for the CO to direct the OOD to take the appropriate 

action in accordance with the ROR and with due regard to good seamanship. In-extremis 

extraction assessments may provide the best predictor of how a prospective CO may react 

under the highest-pressure situations involving ship-handling skills. This type of analysis 

may challenge assumptions that decision makers fail to consider during curriculum 

development and revision. 

D. HOW TESTING AND EXPERIENCE DATA CAN BE USED TO 
IMPROVE THE FLEET 

Testing and the relationship to experience data can improve the Fleet’s qualification 

process, training prescriptions, officer rotation guidance, retention of top performers, 

detailing of appropriate officers based on proficiency, and selection of the best officers for 
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Command at sea. An optimally designed data collection mechanism ensures we have the 

right information to answer questions about the minimum experience necessary to qualify 

a watch station. This knowledge allows us to apply minimum standards to currency 

requirements or as a training prescription for experience deficits. Expanding on this 

research, we can analyze the point where the SWO community gets the best return on 

investment from an OOD, so we do not rotate them too early, which could deprive them of 

valuable at-sea experience. OOD proficiency testing builds on this evaluation by 

identifying the top performers that the community should incentivize toward retention. 

E. SUGGESTIONS FOR MARINER SKILLS LOGBOOK REVISION 

The reader should recall that SWOS designed logbooks for OODs to record data 

related to watch-standing experience while underway and in simulators. These logbooks 

are similar to the traditional logbooks that pilots use to record flight hours. Logbook data 

provides a significant advantage over the estimated data that SWOS collected during the 

164 assessments for the pilot study, because the logbook solution reduces the measurement 

error inherent to the survey estimates. Measurement error tends to bias the estimated effect 

toward no effect in regression analysis. As a result, a factor that is a correlate of proficiency, 

in actuality, may not demonstrate the true relationship during data analysis. By utilizing 

logbook data exclusively for future data sets, we avoid the measurement error of estimated 

data and we will observe more of the true relationships between experience and 

proficiency.  

In addition to the variables that the current Mariner Skills Logbooks direct OODs 

to record, several other variables could be useful in order to understand the correlates of 

good ship handlers. We categorize these variables, state where they could be included in 

the logbook, and describe why they are important to collect from research and policy points 

of view. If new elements are added, the notes section of the logbook could be expanded 

and serve as a reference for OODs to resolve any ambiguities. These revisions could be 

critical to future-data collection because the logbooks should be the sole source of 

experience-related data for proficiency assessments instead of the subjective surveys, 
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which rely on individual memory. Including these changes in a future logbook revision 

should offer more insights during future data analysis. 

1. Demographics 

SWOS could add the following variables at the beginning of the logbook, after 

“Ships Employment,” and prior to the Table of Contents.  

Commissioning Source (USNA/ROTC/OCS): An OOD’s ship-handling experience 

may differ based on commissioning source. For example, USNA midshipmen may train on 

Yard Patrol craft (YP), while there is no such opportunity for OCS students. Additionally, 

some ROTC units have ship-handling simulators, while other ROTC units do not have this 

simulation capability, a distinction that SWOS should collect. It is important for us to 

understand whether these factors are correlates of proficiency. In fact, the proficiency-

check data that SWOS collected between in the pilot study suggests that commissioning 

source has statistically significant explanatory powers. 

Age: The trucking industry crash prediction models (Monaco & Williams, 2000) 

and (Cantor et al., 2010) suggest that there is a strong statistical relationship between driver 

age and the likelihood of collisions. The evidence suggests that maturity is a significant 

component in the quantity and quality of individual risk management decisions while 

operating heavy equipment. There may be evidence of maturity in the data collected in the 

pilot study, for example, age is likely a correlate with prior service. These factors may 

explain some of the differences in performance observed due to commissioning source. 

Years of Service and Prior Enlisted (Y/N): This variable builds on the maturity 

component concept. Years of service and whether an OOD has prior enlisted service may 

explain more of the relative differences between OOD performance across commissioning 

sources and may offer evidence that any differences observed are more accurately 

representative of differing maturity levels. For example, an aviation student with three 

years of service that enters the SWO pipeline may outperform a new SWO candidate with 

zero years of service despite having the same amount of experience on the bridge of a ship 

purely due to differences in maturity, brain development, and skill transfer. 
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Gender (Male/Female): While gender as a predictor of proficiency is often 

considered controversial, the evidence from the trucking industry suggests that male 

drivers are more likely to exhibit risky driving behaviors than their female counterparts 

(Cantor et al., 2010). This variable could confirm or disprove whether similar patterns exist 

in the maritime environment and inform future operational risk management models. 

Home Port: The proficiency check data from the pilot study suggests that homeport 

has statistically significant explanatory powers in seven of seven outcome variables 

assessed. Since there is no mathematical way to separate the effects of homeport from the 

effect of the senior assessors in the current data set, future data collection should include 

homeport information. 

2. TAB A: Individual Watch Log 

SWOS could add the following variables in the Individual Watch Log. 

Traffic Density: Currently, this variable is logged as “LOW MED HIGH” with an 

appropriately placed “x” in the watch-standing log in TAB A. This method provides an 

opportunity for too much ambiguity. A definition would clarify some of the ambiguity, for 

example, “LOW” could signify averaging one or less contact report per hour. Similar 

definitions scaled for “MED” and “HIGH” would clarify this logbook entry for bridge-

watch standers. Alternatively, an objective data point extracted from the ship’s AIS would 

provide better fidelity to facilitate uniform standards for OOD logbook entries. This 

capability does not exist with our present equipment configuration. The ideal situation for 

a future AIS configuration would provide the OOD with an objective measurement of the 

number of vessels encountered within CO contact reporting requirements. Analysts could 

convert this information into a “traffic-density function” by incorporating a time element 

for the entire watch or broken down by sub-sections of the watch. This type of traffic-

density metric would allow analysts to determine precisely how traffic density affects an 

OOD’s development and whether there is an optimal-traffic density to build experience 

through training. 

Weather: Currently, the logbook collects this variable through manually written 

notes, for example “Environmentals: Low visibility, Heavy weather/seas.” This variable 



59 

provides limited capability to leverage it in future data analysis because of its subjectivity. 

The Beaufort scale for example, would provide a more objective measurement than 

information collected in the notes section. One constraint is the lack of details from other 

components of poor weather conditions like fog or rain that such a scale includes. SWOS 

could resolve this by adding a binary variable for “Fog/Hazy,” where the OOD would mark 

“yes” if any portion of the watch were complicated with either factor. Similarly, another 

variable for “rain” could be included for the OOD to mark “yes” if any portion of the watch 

is complicated with the presence of rain. SWOS could provide a metric to remove 

ambiguity, which could assist the OOD with answering this question. For example, a note 

could instruct the OOD to mark “yes” for sustained conditions lasting longer than fifteen-

to-thirty minutes. If experience operating in traffic-dense environments produces more 

proficient ship handlers during busy straits transits, then mariners experienced in 

deteriorated weather conditions should outperform their fair-weather experienced 

counterparts during poor environmental conditions. 

Low-Light Conditions: Research suggests that low-light conditions exist in a 

disproportionately large number of maritime collisions and groundings (Macrae, 2009). An 

appropriately worded note could instruct the OOD to log this variable as “yes” if more than 

fifteen minutes of the watch warrant the use of navigation lights, excluding situations 

where they are used for fog. 

Hours of Sleep since Last Watch or within 24 Hours: The literature for maritime 

(Macrae, 2009) and trucking collisions (Cantor et al., 2010) suggests that upwards of 87 

percent of industrial crashes are the product of driver-related factors. These researchers cite 

fatigue, misjudgment, and carelessness as significant predictors and contributors to driver-

related factors, and this variable could serve as a proxy to measure these effects. 

CIC Support to Bridge Grade: Although this variable is subjective in nature, it 

could inform the CO of trends and illustrate the effectiveness of communication for 

different CIC and Bridge watch teams. This would be a scale from one to 10 and would 

describe the quality and timeliness of requested support from CIC. 
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Near Misses: Research suggests that a large proportion of accidents and collisions 

follow near misses or smaller-scale incidents shortly before major accidents. Researchers 

in the trucking industry (Cantor et al., 2010), (Lueck & Murray, 2005), (Lueck & Murray, 

2011), and (Monaco & Williams, 2000) observed that prior driver or vehicle violations are 

statistically significant factors that increase the likelihood of a crash occurrence. Near 

misses could serve as a significant proxy for risk of collision prediction. OODs that 

determine a situation existed where they narrowly avoided a larger disaster due to luck, a 

last-minute change of course, or speed that resulted in a “near miss” instead, could annotate 

this in the logbook. As opposed to a negative experience, this record might facilitate 

opportunities to develop lessons learned and train other watch teams to improve 

proficiency. 

3. TAB B: Special Evolutions Log 

We recommend maintaining this section in its current form. 

4. TAB C: Simulator Training Log 

SWOS could add the following variables in the Simulator Training Log. 

Instructor Provided Numerical Grade: This variable would be on a scale from one 

to 10 and would capture the overall performance demonstrated by the OOD. For example, 

if an OOD spent four hours in the simulator and divided that time evenly between pier 

work and transiting a TSS, OODs could document two separate entries, and the instructor 

would provide a separate grade for the overall performance of each evolution. This could 

serve as an outcome variable for researchers and provide quantitative feedback to the OOD 

in addition to the qualitative information provided by the instructor to focus on future 

training and ultimately the next proficiency check. 

Weather: OODs would document this variable the same way as we recommended 

for TAB A. 

Simulated Location: This variable would describe where the simulated event took 

place and serve as a control variable to describe the locations where an OOD receives 

training. For example, training conducted during open-ocean steaming with no traffic 
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should yield less benefit than a challenging coastal location where the OOD may have to 

consider effects like strong currents or shallow water in addition to traffic. 

Traffic Density: OODs could document this variable the same way as we 

recommended for TAB A. 

Page Totals/Carried Forward/New Totals: This formatting could resemble TAB A 

to facilitate the transfer to the CO Quarterly Endorsement Log. 

5. TAB D: CO Quarterly Endorsement 

SWOS could add the following variables in the CO Quarterly Endorsement.  

Numerical Grade: This variable would be on a scale from one to 10 and would 

allow the CO to convey his/her perception of the overall performance demonstrated by the 

OODs. Additionally, CO could omit this section if they had insufficient opportunity to 

observe the officers performance as a CONN or JOOD. It could serve as a mini-proficiency 

check to let officers know where they stand to facilitate productive conversations regarding 

how they can improve during CO quarterly reviews.  

We also recommend including the following variables in the CO Quarterly 

Endorsement Log to consolidate pertinent information for the CO to provide feedback to 

the OOD during the quarterly review. These variables may also shed light on the tone the 

OOD establishes with his watch team, identify some of the OODs strengths/weaknesses, 

and may provide a visual representation of critical information concerning the amount of 

risk the CO assumes for each OOD standing watch. For example, if a CO is concerned 

about an OOD’s performance and notes a mediocre RADAR Proficiency Grade, low ROR 

exam grades, and poor communication with Combat Information Center watch standers, it 

may prompt the CO to consider substituting a stronger JOOD to mitigate some of the risks 

observed. We recommend adding the following variables: 

• Quarterly RADAR Proficiency Assessment Grade (as observed during 

quarterly assessment aboard ship) 

• Monthly ROR exam grade (or quarterly average) 
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• Average hours of rest (self-reported by OOD) 

• Average Combat Information Center-Bridge support grade 

• Near misses 

6. Proposed TAB E: Record of Assessments 

This additional section of the log enables OODs to record all ship-handling related 

assessments in one location. For example, this section could include all SWOS proficiency 

checks, simulator training evaluations, RADAR proficiency assessments, ROR exams, etc. 

This record could facilitate collecting information for the CO Quarterly Endorsement and 

provide a one-stop shop to confirm that the OOD meets pertinent watch-standing 

requirements quickly, beyond the OOD Letter to stand OOD underway. We recommend 

that SWOS include the following information at a minimum: 

• Date 

• Type of exam 

• Evaluation/Grade (X out of X, Passed, or 91%) 
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VI. CONCLUSION 

The Navy must establish a procedure that objectively measures OOD navigation 

and ship-handling skills. SWOS tackled this problem through a pilot study where they 

assessed OODs through a moderate-density simulator, written exam, and collected 

experience-related data. Our research focused on each of these processes to establish what 

metrics are correlates of proficiency from the data available. Additionally, we leveraged 

aviation and trucking industry research to consider additional factors that may explain the 

variation in OOD performance. We found evidence that skills, knowledge, and overall 

experience are correlates of proficiency. We found no evidence of an effect that indicates 

that currency is a correlate of proficiency, which is experience gained in the most recent 

three-month period; however, the poor proxy for currency in this data set indicates a 

reexamination is required. Demographics may provide additional information about 

proficiency. Since this information is limited to ship class and commissioning source, we 

default to the literature, which suggests that age, gender, and years of service information 

are likely keys to understanding the maturity-related components of proficiency. 

The current data set in the pilot study represents first tour OODs and is not 

representative of the entire stock of ship handlers in the fleet. Future research should study 

(1) the entire cross-section of underway OODs and (2) OODs in a shipyard environment. 

The entire cross-section of underway OODs include both first and second-tour OODs 

instead of the first-tour OODs assessed in the pilot study of 164 assessments. This cross-

sectional sample would provide a clearer picture of the state of the underway fleet’s 

proficiency. OODs that reported extensive periods in a shipyard environment would allow 

researchers to study how navigation and ship-handling skills decay over time. 

In the future, Mariner Skills Logbook data will become the standard for OOD-

related experience records. As a result, entire cohorts of Department Heads and prospective 

COs will have a career’s worth of experience documented. This end-state will provide 

additional opportunities for researchers to investigate the relationship of long-term 

mariners’ skill mastery and allow them to recommend policies that leverage these insights 

toward further development and retention of our best ship handlers. 
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APPENDIX  A. OOD COMPETENCY CHECKLIST 
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APPENDIX  B. NON-DISCLOSURE AGREEMENT 
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APPENDIX  C. OOD EXPERIENCE SURVEY 

Name: _______________________   Ship: ___________________ 
 
Commissioning Source: 

Naval Academy    
ROTC: School: _____________________________    
OCS:  
 

Fill in the circle that closely applies: 
 
How many months have you been assigned to your current ship? 
0-6   7-12   13-18   >18 
 
 
Number of months you were on deployment? 
0-3   4-6   7-11   12 -17   >18 
 
 
Number of months it took you to qualify as an OOD? 
0-6   7-12   13-18   >18 
 
 
If SWO Qualified, the number of months it took you to qualify? 
Not Qualified 1-6   7-12   13-18    >18 
 
 
I feel comfortable operating the RADAR/ARPA to its fullest extent in congested waterways? 
Yes   No    
 
 
When using the VMS system on your ship, do you understand from where the system gets its inputs from 
and how the system determines your position? 
Yes   No 
 
 
Do you feel confident when making Bridge to Bridge radio calls? 
Yes   No 
 
 
When was the last formal BRM training you received from the Navigation, Seamanship, and Ship handling 
Training (NSST) center? 
Never    1–3 months   4–11 months  12–18 month   > 19 months 
 
 

 
Watch station specific questions 
 

Conning Officer: The number of evolutions that you have conducted. 
 
Getting underway / Mooring to a pier: 
None  1-2   3-4   5–6  > 6 
 
Underway replenishment (approach): 
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None  1-2   3-4   5–6  > 6 
 
 
Anchoring: 
None  1-2   3-4   5–6  > 6 
 
 
Transit a designated Traffic Separation Scheme (TSS): 
None  1-2   3-4   5–6  > 6 
 
 
Number of straits transits conducted: 
None  1-4   5-8   9–12  > 12 
 
 
Approximate number of days underway where you were assigned Conning Officer on the watch bill: 
< 20  21-99   100-200 >200    
 
 
 

As the Officer of the Deck (OOD): The number of evolutions that you have conducted. 
 

Getting underway / Mooring to a pier: 
None  1-2   3-4   5–6  > 6 
 
 
Underway replenishment (approach): 
None  1-2   3-4   5–6  > 6 
 
 
Anchoring: 
None  1-2   3-4   5–6  > 6 
 
 
Transit a designated Traffic Separation Scheme (TSS): 
None  1-2   3-4   5–6  > 6 
 
 
Number of straits transits conducted: 
None  1-4   5-8   9–12  > 12 
 
 
Approximate number of days underway where you were assigned OOD on the watch bill: 
< 20  21-99   100-200 >200    
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APPENDIX  D. CONTACT REPORT TEMPLATE 
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APPENDIX  E. ROBUSTNESS TABLE 8 
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APPENDIX  F. ROBUSTNESS TABLE 9 
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APPENDIX  G. ROBUSTNESS TABLE 10 
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APPENDIX  H. MARINER SKILLS LOGBOOK EXAMPLE 
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